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Many game-theoretic models of crisis bargaining find that under incom-
plete information, an initial offer is either accepted, or war occurs. How-
ever, this finding is odd in two ways: (a) empirically, there are many cases
of an agreement being peacefully reached after a number of offers and
counteroffers and (b) theoretically, it is not clear why a state would ever
leave the bargaining table and opt for inefficient war. We analyze a model
in which, as long as the dissatisfied state is not too impatient, equilibria
exist in which an agreement is peacefully reached through the offer–
counteroffer process. Our results suggest that private information only
leads to war in conjunction with other factors that are correlated with
impatience, such as domestic political vulnerability, exogenous obstacles
to the ability to make counteroffers rapidly, and bargaining tactics that
create incentives to strike quickly or that lock the actors into war.

The idea that costly war could occur between two more-or-less rationally led
states due to some kind of incomplete information, uncertainty, or mispercep-
tion between them has a long history among students of international relations
(e.g., Blainey 1988; Jervis 1976; Van Evera 1999). For example, Blainey (1988)
argues that wars often occur when both sides are very optimistic about their
chances of victory.

A large number of game-theoretic works have formally examined the process
by which uncertainty can lead to inefficient war. For example, Fearon (1995)
uses a formal model of crisis bargaining to show that even in a scenario where
war is costly and there thus exists negotiated settlements that both sides strictly
prefer to go to war, war could be a rational outcome between two states when
there is private information about military capabilities or resolve and incentives
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to misrepresent it. Fearon uses a model in which only one take-it-or-leave-it
(henceforth TILI) settlement offer is allowed. However, Powell (1996a, 1996b,
1999) considers a full-fledged bargaining model in which a potentially infinite
number of offers and counteroffers are allowed, and also shows that inefficient
war can rationally occur under uncertainty.1

Fearon and Powell’s models treat war as a game-ending costly lottery. More
recently, a number of models of crisis bargaining have arisen that allow the
bargaining process to continue after a war begins (Filson and Werner 2002;
Slantchev 2003b; Powell 2004; Smith and Stam 2004; Wagner 2000; Wittman
1979). These models also find that inefficient war can rationally occur under
uncertainty.

A striking feature of virtually all of these models is that no prewar bargaining
(in the sense of offers and counteroffers) takes places in equilibrium—instead,
either the first offer is accepted, or war occurs. In most of these models, this is
structurally built into the game-tree—after state 1 makes its initial offer, state 2’s
only options are to accept it or go to war.2 Hence, there is no opportunity for an
agreement to be reached after a number of offers and counteroffers, without
war occuring in the meantime. In Powell’s (1996a, 1996b, 1999) costly lottery
model, as well as his (2004) bargaining-while-fighting model, there is an opportu-
nity for an agreement to be peacefully reached after some offers and counter-
offers, but this never happens in equilibrium: in all perfect-Bayesian equilibria
(henceforth PBE), if the satisfied state’s initial offer is too small, the dissatisfied
state goes to war rather than peacefully making a counteroffer.

A large number of formal models of crisis bargaining thus imply that under
incomplete information, state 1 faces a hair-trigger decision: either its initial
offer is accepted, or it is rejected and war occurs. The absence of prewar bargain-
ing in these models suggests that under incomplete information, state 1 inevita-
bly faces a ‘‘risk-return tradeoff,’’ in which it has to assume that if its initial offer
is not accepted, war will break out. However, this result is puzzling in at least two
ways. First, it does not seem to make much logical sense: given that war is costly
and it is common knowledge that there exists agreements that both sides strictly
prefer over war, why would a state ever leave the bargaining table and opt for
inefficient war instead?

Second, there seem to be many empirical cases of an agreement being peace-
fully reached after a number of offers and counteroffers. For example, in the
Agadir Crisis of 1911 (also commonly called the Second Moroccan Crisis),
sparked by the deployment of the German gunboat Panther off the coast of
French-controlled Morocco, a number of offers and counteroffers were made
before an agreement was finally reached. The German foreign minister initially
demanded the entire French Congo as compensation for German acceptance of
a French protectorate over Morocco—in the final agreement reached, however,
Germany accepted considerably less, and no conflict occurred in the meantime
(Barraclough 1982; Lowe 1994, 174–83). Beginning in 2003, the ongoing six-
nation talks (involving China, Japan, North Korea, Russia, South Korea, and the
United States) to resolve the North Korean nuclear crisis involved a number of
offers and counteroffers before an agreement was reached in February 2007
(Sang-Hun 2007). These episodes, and many others like them, suggest that
agreements are often peacefully reached after some offers and counteroffers.

1 Earlier models of how incomplete information can lead to war include Bueno de Mesquita and Lalman
(1992) and Morrow (1989).

2 In Fearon’s take-it-or-leave-it-offer model, that describes the entire game. In the bargaining-while-fighting
models of Filson and Werner (2002), Slantchev (2003b), and Smith and Stam (2004), if war occurs in the first per-
iod, then a new offer can be made in the second period (if neither state collapses before then). However, there is
no way to peacefully reach the second period.
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In this article, we analyze a costly lottery model of crisis bargaining in which an
agreement can be reached in equilibrium after some delay. We first point out
that the reason that the risk-return tradeoff (in which the satisfied state’s initial
offer is accepted or war occurs) is the unique PBE outcome of Powell’s (1996a,
1996b, 1999) costly lottery model because that model gives all of the bargaining
leverage to the satisfied state (even though both sides can make proposals), and
this rules out any incentive for the dissatisfied state to make a counteroffer. Thus,
although Powell’s model does not structurally build in the risk-return tradeoff
(as other models do), it is effectively built in by giving all of the bargaining lever-
age to the satisfied state. We show that the reason that the satisfied state has all
of the bargaining leverage in Powell’s model is because a state can only go to war
in periods in which the other side makes an offer. Thus, in a period in which the
dissatisfied state makes an offer, the satisfied state knows that the dissatisfied state
cannot go to war until the next period, and hence the satisfied state can demand
a big offer even in periods in which the dissatisfied state makes a proposal.

We then modify Powell’s model to allow states to go to war in any period. In
the modified model, it turns out that both sides have bargaining leverage in
equilibrium, as we would expect from a model in which both sides can make
proposals. We find that risk-return equilibria emerge, in which the dissatisfied
state goes to war if the satisfied state’s initial offer is too small. These equilibria
always exist: in particular, they exist regardless of whether the dissatisfied state’s
discount factor (the extent to which it values future payoffs relative to current
payoffs) is low, medium, or high. However, because the dissatisfied state has
some bargaining leverage in our model, we also find ‘‘non-risk’’ equilibria, in
which the dissatisfied state simply makes a counteroffer (which is accepted) if
the satisfied state’s initial offer is too small, and in which the probability of war
is therefore zero. These equilibria exist as long as the dissatisfied state’s discount
factor is medium or high, and are novel to our model.3

Our results thus suggest that under incomplete information, if the satisfied
state’s initial beliefs cause her to make a small initial offer and the dissatisfied state
ends up being highly resolved, bargaining need not break down in war (as previous
models have implied). Instead, the offer–counteroffer process can lead to an
agreement being peacefully reached, which is consistent with many historical cases.
Indeed, we will argue that the nonrisk equilibria are more plausible than the risk-
return equilibria, when both exist (namely, when the dissatisfied state’s discount
factor is medium or high). It is only when the dissatisfied leader attaches little
value to future payoffs relative to current payoffs (i.e., his discount factor is low)
that the risk-return tradeoff is the unique equilibrium outcome. This is because the
dissatisfied leader values future payoffs too little to wait until an agreement is
reached, and so goes to war immediately if he gets a small initial offer.

Thus, our results suggest that private information is not sufficient to cause war.
As long as the dissatisfied state’s discount factor is not too low, there exists
peaceful equilibria in which a negotiated settlement is reached. Under uncer-
tainty, it may take a number of offers and counteroffers to reach an agreement
that both sides prefer over war, but as long as the dissatisfied state values future
payoffs enough, it is willing to wait until then and does not leave the bargaining
table if it gets a low initial offer.

This suggests then that private information only leads to war in conjunction
with other factors. There are a number of such factors suggested by the analysis.

3 Referring to the finding that his model has a unique PBE outcome, Powell (1996b, fn. 30) writes ‘‘The fact
that there is a unique outcome is surprising. Typically in bargaining games in which an informed bargainer (i.e., a
bargainer with private information) can make offers, there is a multiplicity of equilibrium outcomes.’’ We show that
when Powell’s model is modified to allow states to go to war in any period, multiple equilibrium outcomes do
indeed emerge.
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For example, how can we substantively interpret the discount factor being low
(in which case the risk-return tradeoff is the unique equilibrium outcome)? One
way would be if the dissatisfied leader is domestically vulnerable and does not
expect to remain in power for long, and hence does not attach much value to
future payoffs. Our results suggest that for such leaders, private information is
very conducive to war breaking out.4

Second, as the time between offers and counteroffers shrinks, the actors’ dis-
count factors become larger. This suggests that exogenous obstacles to the ability
to make counteroffers rapidly are conducive to war breaking out (Powell 2004
makes a similar point). This might be related to factors such as the technology
of communication, geographical barriers to communication, norms against
harming emissaries, etc.

Third, if the other side is mobilizing and/or finding new allies as the bargain-
ing proceeds, there might be incentives to attack if an agreement is not reached
quickly. Although these factors are not explicitly incorporated in our model (this
is a promising area for future research), they are clear examples of why a leader
might be impatient in crisis bargaining, which our analysis suggests is a crucial
factor in whether private information leads to war or merely delays reaching an
agreement.

Finally, as is well recognized in the credible signaling literature, an important
mechanism by which private information can lead to war is through the tactics
by which leaders try to credibly signal their private information. Examples of
such credible signaling tactics include audience costs (Fearon 1994), military
mobilization (Fearon 1997; Slantchev 2005), opposition party endorsement of
the government’s threats (Schultz 1998), private diplomatic signals (Kurizaki
2007; Sartori 2002), and generating an autonomous risk of war (the ‘‘threat that
leaves something to chance;’’ Schelling 1960).5 This literature often emphasizes
how the credible signaling tactics that leaders use can further increase the risk of
war under incomplete information. Indeed, this is one of the main reasons why
they are credible signals of resolve, as opposed to bluffs. For example, generating
audience costs can lead to ‘‘lock-in,’’ whereby a leader now prefers war to back-
ing down (Fearon 1994, 1997).

The rest of the article is organized as follows. In the next section, we briefly
present Fearon’s (1995) and Powell’s (1996a, 1996b, 1999) costly lottery models
of how private information leads to war. We then present our model and estab-
lish the main results, under complete information, and then under incomplete
information. Finally, we offer some concluding remarks.

War as a Bargaining Breakdown

Figure 1, drawn from Fearon (1995), graphically illustrates the war-as-a-bargain-
ing-breakdown approach to crisis bargaining. Two countries (labeled D, hence-
forth a ‘‘he,’’ and S, henceforth a ‘‘she’’) are involved in a dispute over a
divisible good (e.g., territory), whose value to both sides is normalized to 1. The
two sides can either peacefully reach an agreement on a division of the good or
they can go to war, in which case the side that wins obtains the entire good and
the side that loses receives none of it. Moreover, war is costly, with side D’s and
side S’s cost of war being cD, cS > 0, respectively. Assume that if war occurs, side
D wins with probability 1 > p > 0 and side S wins with probability 1)p (thus, p

4 Note that our prediction about the greater conflict-propensity of domestically vulnerable leaders is observa-
tionally similar to the diversionary theory of war. However, Smith (1996) argues that other leaders might strategi-
cally avoid disputes with leaders with diversionary incentives, and Tarar (2006) shows that in a bargaining setting,
diversionary incentives can lead to a crisis that ends in a negotiated settlement rather than war.

5 Jervis (1970) and Schelling (1960) are foundational works on signaling in international relations.
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measures the extent to which the military balance favors D). Then, country D’s
expected utility from war is EUD(war) ¼ (p)(1) + (1)p)(0))cD ¼ p)cD. Similarly,
country S’s expected utility from war is EUS(war) ¼ (p)(0) + (1)p)(1))cS ¼
1)p)cS ¼ 1)(p + cS). Thus, as seen in Figure 1, the costliness of war opens up a
bargaining range of agreements [p)cD, p + cS] such that for all agreements in this
range, both sides prefer the agreement over war.6

There is some status quo division of the disputed good (q,1)q), where
1 ‡ q ‡ 0 is D’s share and 1)q is S’s share. A state is ‘‘satisfied’’ if the status quo
division of the good provides it with at least as much utility as going to war (Pow-
ell 1996a, 1996b, 1999). In contrast, a state is ‘‘dissatisfied’’ if it strictly prefers to
go to war rather than live with the status quo. Thus, D is satisfied if q ‡ p)cD and
dissatisfied if q < p)cD (this is the case shown in Figure 1). S is satisfied if
1)q ‡ 1)p)cS or q £ p + cS. S is dissatisfied if q > p + cS. Both sides are satisfied if
p + cS ‡ q ‡ p)cD (i.e., if the status quo lies within the preferred-to-war bargaining
range). Only D is dissatisfied if q < p)cD, and only S is dissatisfied if q > p + cS. If
the two sides agree on the probability that each prevails in war, then at most one
state can be dissatisfied.

Fearon’s Model

Fearon (1995) game-theoretically analyzes this expected-utility framework using a
TILI offer bargaining model in which one side, say S, can propose some division
of the disputed good, say (x, 1)x), where 1 ‡ x ‡ 0 is D’s share and 1)x is S’s
share. D can either accept this offer, in which case each side’s utility is simply its
proposed share (we assume risk neutrality throughout this paper), or it can
reject it, in which case war occurs and each side gets its payoff from war. Under
complete information, this TILI offer bargaining model gives a unique subgame-
perfect equilibrium (SPE), in which D accepts all offers that give it at least its
utility from war (i.e., it accepts all offers such that x ‡ p)cD), and S offers D
exactly its utility from war. That is, agreement is reached on [p)cD, 1)(p)cD)],
and war is avoided. Because S can make a TILI offer, it gets all of the gains from
avoiding war; thus it gets its most preferred outcome in the preferred-to-war bar-
gaining range (Romer and Rosenthal 1978).

Fearon then supposes that S is uncertain about D’s cost of war, cD. Suppose
that cD lies in the range [cDl

, cDh
]. That is, cDl

is the lowest cost ‘‘type’’ of D that S

FIG. 1. War as a Bargaining Breakdown

6 As Powell (2002) points out, the interpretation that the war is total and the victorious side wins everything
while the losing side gains nothing is not necessary for this argument. Simply interpret p to be the expected division
of the good resulting from war.
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might be facing (or most resolved, because its expected payoff from war is the
highest; see Figure 2), and cDh

is the highest cost type (or least resolved). In equi-
librium, each type of D accepts all agreements that give it at least its expected
payoff from war. Thus, S faces a tradeoff: it can either make the ‘‘big’’ offer
p)cDl

which all types of D accept and thus avoid war with certainty, or it can
make a lower offer which only less-resolved types of D accept, but which leaves S
with a bigger share of the pie if it is accepted. If S’s initial belief about D’s type
puts sufficient weight on D being a less-resolved type, then S’s optimal offer in
equilibrium is to offer less than p)cDl

, and thus war occurs if D ends up being a
highly resolved type. Powell (1999) calls this the ‘‘risk-return tradeoff,’’ because
S accepts a positive risk of war in exchange for a greater return at the negotiat-
ing table if war does not occur. That is, making a limited offer can be an optimal
gamble under uncertainty, and this is how private information leads to war.

Powell’s Model

The major limitation of Fearon’s TILI offer model is that only one side can
make an offer, and rejection of that offer automatically results in war. That is,
the other side cannot make a counteroffer, and hence the risk-return tradeoff is
built into the game-tree. However, in most actual bargaining situations, there is
no reason why the other side cannot make a counteroffer and why rejection of
the initial offer must automatically result in war. Thus, Fearon’s model is not
ideal for studying the decision to deliberately launch a war, because in his model
that decision is not separated from the decision to reject an offer.

Powell (1996a, 1996b, 1999) generalizes Fearon’s model to allow each side to
make a counteroffer if it rejects an offer. More specifically, Powell’s model is
shown in Figure 3 (only three periods are shown in the figure, but this is actually
an infinite horizon game). The two sides take turns making offers and counterof-
fers (Figure 3 shows D making the first proposal, but this is not necessary), and
war only occurs if one side opts out of the bargaining process because it decides
that war is preferable to further bargaining. In general, if an agreement is
reached on some division of the good (z, 1)z) in period t (t ¼ 0,1,2,…), then
D’s payoff is

Pt�1
i¼0 diq þ

P1
i¼t di z and S’s payoff is

Pt�1
i¼0 di

ð1� qÞ þ
P1

i¼t d
ið1� zÞ, where 1 > d > 0 is the players’ common discount factor.

If they go to war in some period t (t ¼ 0,1,2,…), then D’s payoff isPt�1
i¼0 diq þ

P1
i¼t diðp � cDÞ and S’s payoff is

Pt�1
i¼0 dið1� qÞ þ

P1
i¼t d

ið1� p � cSÞ.
When both sides are satisfied, then neither can credibly threaten to use force

to try to change the status quo, and hence war does not occur in equilibrium,

FIG. 2. Uncertainty About D’s Costs of War

FIG. 3. Powell’s Model
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nor does any revision of the status quo take place. Now suppose that one side is
dissatisfied; in particular, suppose that D is dissatisfied (hence the labels D and
S), for example, suppose q < p)cD. Then, as Powell points out, in the subgame
perfect equilibria of this game, war is avoided, and the status quo is peacefully
revised in D’s favor.7 Whenever S makes an offer, it offers D just its utility from
war, for example, it offers p)cD, and keeps the rest of the pie for itself, and this
offer is accepted. This is the same outcome in Fearon’s model, where S gets to
make a TILI offer. Note that S gets all of the gains from avoiding war whenever
it makes an offer. However, a rather odd agreement is reached when D makes an
offer. In any period in which D makes an offer, it proposes for itself the share of
the pie q(1)d) + d(p)cD), and the rest of the pie for S, and S accepts this offer.
The strange thing is that D’s offer for itself is less than its utility from war:
q(1)d) + d(p)cD) < p)cD for d < 1. This can be seen from Figure 4, which graphs
the equilibrium shares of the pie that D (solid line) and S (dashed line) propose
for D, as d ranges from 0 to 1.8

As seen in Figure 4, there are three somewhat odd findings in Powell’s com-
plete information results. First, there is a first mover disadvantage, which is atypi-
cal for a Rubinstein (1982) bargaining model with complete information. In
particular, each player would rather have the other make the first offer (which is
accepted). Second, the satisfied state has all of the bargaining leverage, in that it
gets all of the gains from avoiding war (and gains even more than when D makes
the first offer). In equilibrium, S has the same bargaining power that it would if
it could make a TILI offer (even more, when D makes the first offer), even
though both sides have proposal power (proposal power typically confers bargaining

FIG. 4. Equilibrium Proposals in Powell’s Model

7 Powell (1996a, 263) identifies one (stationary) SPE and states that it is the unique SPE. However, because of
an indifference condition, there are in fact an infinite number of SPE. However, the average per-period payoffs to
the players are the same in all of these equilibria, which is what is important. We characterize the subgame perfect
equilibria in Proposition 10 in the Appendix, while generalizing the model to allow the players to have different dis-
count factors.

8 Notice that D’s offer for itself is a weighted average (convex combination) of its status quo payoff and its util-
ity from war. As its status quo payoff is strictly less than its utility from war, this weighted average is strictly less than
its payoff from war. Note that Figure 4 is drawn for p ¼ 0.5, cD ¼ cS ¼ 0.2, and q ¼ 0.1. It has the same general
shape for all values of these parameters.
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leverage). And third, the oddest of all from a substantive viewpoint, D actually
proposes for itself less than its payoff from war, knowing that this proposal will
be accepted. (Note from Figure 4 that as d fi 1, the first and third ‘‘problems’’
disappear in the limit. In the limit, the outcome approaches one in which S can
make a TILI offer.)

Under complete information, war does not occur in equilibrium. Instead, the
status quo is peacefully revised in D’s favor, with S getting (at least, depending
on who makes the first offer) all of the gains from avoiding war.9

Powell then analyzes a case where the two sides are uncertain about each
other’s cost of war. He shows that this game has a unique PBE outcome, in which
the same risk-return tradeoff as in Fearon’s (1995) model emerges. In particular,
a dissatisfied type of D never rejects S’s initial offer to make a counteroffer (even
though it can in principle). Instead, it goes to war if it gets a proposal that gives
it less than its utility from war. Therefore, S is essentially in the position of mak-
ing its optimal TILI offer, knowing that if it is rejected, war will result rather
than a counteroffer. If S’s initial belief puts sufficient weight on D being a low-
resolve type, then S’s optimal offer in equilibrium is low enough that war occurs
with positive probability. Moreover, this risk-return tradeoff is the unique perfect
Bayesian equilibrium outcome. Thus, even Powell’s rather general model of crisis
bargaining suggests that the offer–counteroffer process cannot lead to a negoti-
ated settlement being peacefully reached under uncertainty, and that the
risk-return tradeoff is the mechanism for how uncertainty leads to bargaining
breakdown, and thus war.

The main result that Powell uses to establish the uniqueness of this PBE out-
come is that a dissatisfied type of D would never reject S’s initial offer in order
to make a counteroffer. The formal proof of this result is given by Powell (1999,
248), and is not repeated here. We simply note that the core reason for this
result is that S has all of the bargaining leverage, and hence the best that D can
get in the next period (if it chooses to make a counteroffer) is its utility from
war. It is better to go to war now rather than live with the (worse) status quo in
the current period and get (at best) its utility from war in the next period.
Hence, because S has all of the bargaining leverage, D never makes a counter-
offer in equilibrium.

A Modification of Powell’s Model

We now present a modification of Powell’s model that ‘‘corrects’’ all three of
the odd features of Powell’s complete information results. Most importantly, in
the modified model, D also has some bargaining leverage in equilibrium, and
hence we will characterize incomplete-information equilibria in which D chooses
to make a counteroffer (which is accepted) if S’s initial offer is too small. Thus,
the risk-return tradeoff is not the unique equilibrium outcome in the modified
model, and a negotiated settlement can be peacefully reached through the
offer–counteroffer process.

The most problematic feature of Powell’s complete information results is that
D proposes for itself less than its utility from war, knowing that this offer will be
accepted. This can only happen in equilibrium because D cannot go to war in
periods in which it itself makes an offer (see Figure 3). If it could, it would never
choose to make such an offer, because it would rather go to war instead. To cap-
ture this, we modify Powell’s model by allowing actors to go to war in any period,
rather than just in periods in which the other side makes an offer. The game-
tree is shown in Figure 5.

9 See Langlois and Langlois (2006) and Slantchev (2003a) for crisis bargaining models in which costly war is an
equilibrium outcome even under complete information.
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Complete Information Results

Propositions 1–4 in the Appendix describe the SPE of this model for different
values of the actors’ discount factors, dS and dD, when D is dissatisfied (when
both sides are satisfied, then, as in Powell’s model, no revision of the status quo
takes place in equilibrium).

The results are illustrated graphically in Figure 6 for the case where dD ¼
dS ¼ d, thus, the two sides have the same discount factor. The figure shows the
equilibrium proposals for D, x* and y*, when D and S make proposals, respec-
tively.10 These proposals are accepted in equilibrium, and hence these are D’s
actual average per-period payoffs in the model, depending on who gets to make
the first proposal. When d is low, each side’s proposal just offers the other side
its payoff from war. So whoever gets to make the first proposal gets all of the
gains from avoiding war. When d gets in the medium range, then S has to start
compromising when making a proposal, so, y* starts increasing. When d gets
large, then both sides’ proposals for D start decreasing.

The intuition behind Figure 6 is given in the Appendix. The important thing
to note from the figure is that the three odd results that emerge under complete
information in Powell’s model do not emerge in the modified model. First, there

FIG. 5. The Modified Model

FIG. 6. Stationary Equilibrium Proposals in the Modified Model

10 Figure 6 is drawn for p ¼ 0.5, cD ¼ cS ¼ 0.2, and q ¼ 0.1. It has the same general shape for all values of these
parameters.
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is a first-mover advantage, which is typical in Rubinstein (1982) bargaining mod-
els with complete information. Each side strictly prefers to make the first pro-
posal. Second, each side has some bargaining leverage in equilibrium, which we
would expect in a model in which both sides can make proposals. Finally, and
most importantly from a substantive viewpoint, any agreement reached gives
each side at least its utility from war (i.e., lies within the preferred-to-war bargain-
ing range), which we would substantively expect given that under anarchy, a state
can launch a war at any time (Waltz 1979).

Figure 6 shows the stationary SPE proposals, SPE in which an actor uses the
same strategy in structurally identical subgames (see Baron and Ferejohn 1989
for more discussion of stationarity in bargaining games). These SPE are charac-
terized in Propositions 1–3. Proposition 4 shows that when d is high (the region
in Figure 6 where x* and y* are both decreasing), a broad range of agreements
can be reached in nonstationary SPE. In particular, in the model where D makes
the first offer, any agreement that gives D between p)cD and p + cS can be
reached in the first period of a nonstationary SPE, and in the model where S
makes the first offer, any agreement that gives D between p)cD and
q(1)dD) + dD(p + cS) (this is the linearly increasing portion of the dashed line in
Figure 6) can be reached in the first period of a nonstationary SPE.

In the Appendix, we make an equilibrium selection argument that the equilib-
rium most likely to be played when d is in the high range is one in which the
trend in Figure 6 when d is in the medium range continues even when d
becomes high, thus D continues to get all of the gains from avoiding war when
he makes the first proposal, and S compromises more and more (the linearly
increasing dashed line) as d becomes larger and larger when she makes the first
proposal. The core of the argument is that when d is in the high range, there is
a decision-node at which D is indifferent (given the equilibrium strategies for
the rest of the game) between fighting and passing. This indifference is what
allows for the multiplicity of equilibria, as D can choose to pass, fight, or mix
(randomize) between passing and fighting. D’s payoff is highest in the SPE in
which he chooses to fight (which is the SPE described earlier in this paragraph),
and since both players realize this, it seems reasonable that this is where their
expectations will converge. This equilibrium selection argument will also be
referred to in the incomplete information results.

Incomplete Information Results

We now turn to crisis bargaining under incomplete information. Recall that in
Powell’s (1996a, 1996b, 1999) model, there is a unique perfect Bayesian equilib-
rium outcome in which, if S’s initial belief causes her to make a small initial
offer, D goes to war rather than makes a counteroffer if he turns out to be highly
resolved. In this section, we want to examine whether this is also the case in the
modified model, in which not all of the bargaining leverage lies with S.

To examine this, we consider a case of one-sided uncertainty, in which S is
uncertain about D’s cost of war cD (this means that S is uncertain about D’s utility
from war, or resolve). We assume that D’s cost of war takes on one of two values,
meaning, there are two possible types of D: S believes that D’s cost is cDl

with
probability 1 > s > 0 and cDh

with probability 1)s, with cDl
< cDh

. That is, cDl
is the

more resolved (low-cost) type, because its expected utility from war is higher
(see Figure 2). We assume that both types of D are dissatisfied: q < p)cDh

. Finally,
we consider the model in which S makes the first offer.

We first show that, as in Powell’s model, there exists risk-return tradeoff equi-
libria in which war occurs if S’s initial belief causes her to make a small initial
offer and D ends up being the highly resolved type. These equilibria exist when
dD is low, medium, or high. We discuss the intuition behind them, and point out
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how they differ from Powell’s equilibria. We then show that, unlike in Powell’s
model, when dD is medium or high, there also exists peaceful, ‘‘non-risk’’ equi-
libria in which D simply makes a counteroffer (which is accepted) if S makes too
small an initial offer, and in which the probability of war is therefore zero.

Risk-Return Tradeoff Equilibria

Proposition 5: If dD �
ðp�cDh

Þ�q

ðpþ cS Þ�q , there is a PBE in which, in the first period, type cDl

accepts all offers (y,1)y) such that y ‡ p)cDl
and goes to war for any lower offer, and type

cDh
accepts all offers (y,1)y) such that y ‡ p)cDh

and goes to war for any lower offer. If

s ‡ scritical, where scritical ¼
cDh
�cDl

cDh
þ cS

, then S makes the large initial offer y* ¼ p)cDl
, which

both types accept, and war is avoided. If s £ scritical, then S makes the small initial offer
y* ¼ p)cDh

, which only type cDh
accepts. Type cDl

rejects it and goes to war instead. If the
second period is reached in this equilibrium (this is off-the-equilibrium-path behavior),
agreement would be reached on x* ¼ p + cS.

Proposition 6: If
ðp�cDh

Þ�q

ðpþ cS Þ�q � dD � minf ðp�cDh
Þ�q

dD ½ðpþ cS Þ�q� ;
ðp�cDl

Þ�q

ðpþ cS Þ�qg, there is a PBE in

which, in the first period, type cDl
accepts all offers (y,1)y) such that y ‡ p)cDl

, and goes
to war for any lower offer, and type cDh

accepts all offers (y,1)y) such that
y ‡ q(1)dD) + dD(p + cS) and says no (rather than fight) for any lower offer. If s is suffi-
ciently high, then S makes the large initial offer y* ¼ p)cDl

, which both types accept, and
war is avoided. If s is not sufficiently high, then S makes a low initial offer of y* ¼
q(1)dD) + dD(p + cS) if dS ‡ dD and some even lower offer if dS £ dD. Type cDl

rejects
these low offers and goes to war. If the second period is reached, agreement is reached on
x* ¼ p + cS.

11

Proposition 7: If dD � maxf ðp�cDh
Þ�q

dD ½ðpþ cS Þ�q� ;
ðp�cDh

Þ�q

ðp�cDl
Þ�qg, there is a PBE in which, in the first

period, type cDl
accepts all offers (y,1)y) such that y ‡ p)cDl

, and goes to war for any lower

offer, and type cDh
accepts all offers (y,1)y) such that y � ðp�cDh

Þ�qð1�dDÞ
dD

and says no

(rather than fight) for any lower offer. If s is sufficiently high, then S makes the large ini-
tial offer y* ¼ p)cDl

, which both types accept, and war is avoided. If s is not sufficiently

high, then S makes a low initial offer of y� ¼ ðp�cDh
Þ�qð1�dDÞ
dD

if dS ‡ dD and some even
lower offer if dS £ dD. Type cDl

rejects these low offers and goes to war. If the second period

is reached (by type cDh
), agreement is reached on x� ¼ ðp�cDh

Þ�qð1�d2
DÞ

d2
D

.12

We have thus constructed PBE in which the risk-return tradeoff emerges,
whether dD is low, medium, or high. What is interesting is that the substantive
dynamics behind these risk-return equilibria are quite different from Powell’s,
and they differ depending on whether dD is low, medium, or high. Recall that in
Powell’s model, no dissatisfied type of D rejects an offer in order to make a
counteroffer. It either accepts the initial offer (if it is as least as great as its utility
from war), or goes to war. When dD is low (Proposition 5), this is what happens
in our model as well. However, the reason is quite different. In Powell’s model,
because S has all the bargaining leverage in equilibrium, the best that D can get
in the second period is its utility from war, and this is the reason why it never

11 If dS ‡ dD, then scritical ¼
ðp�cDl

Þ�½qð1�dD Þþ dD ðpþ cS Þ�
ðpþ cS Þ�½qð1�dD Þþ dD ðpþ cS Þ� 2 ½0; 1�.

If dS £ dD, then scritical ¼
ðp�cDl

Þ�½qð1�dS Þþ dS ðpþ cS Þ�
ðpþ cS Þ�½qð1�dS Þþ dS ðpþ cS Þ� 2 ½0; 1�.

12 If dS ‡ dD, then scritical ¼
½qð1�dD Þþ dD ðp�cDl

Þ��ðp�cDh
Þ

½qð1�dD Þþ dD ðpþ cS Þ��ðp�cDh
Þ 2 ½0; 1�.

If dS £ dD, then scritical ¼
d2

D ½ðp�cDl
Þ�q��dS ½ðp�cDh

Þ�q�
d2

D ½ðpþ cS Þ�q��dS ½ðp�cDh
Þ�q� 2 ½0; 1�.
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makes a counteroffer (D’s discount factor plays no role in this). In the
equilibrium we have constructed, however, agreement would be reached on
x* ¼ p + cS in the second period; D would get all of the gains from avoiding war.
This is why dD has to be sufficiently low in this equilibrium. For D to go to war
instead of waiting until then (if he gets too small of an initial offer), he has to
value future payoffs so little that he would prefer to get the war payoff in the cur-
rent period rather than the (worse) status quo, even though that means that he
forsakes getting all of the gains from avoiding war (the agreement x* ¼ p + cS)
from the next period onward.

Now consider when dD is in the medium range (Proposition 6). In this equilib-
rium, only the highly resolved (low cost) type of D goes to war if he gets a low
initial offer. The less-resolved (higher cost) type makes a counteroffer in the
next period (which is accepted) if he gets a low initial offer. This equilibrium
shows that in the modified model (in which D has some bargaining leverage),
and unlike in Powell’s model, it is possible for a dissatisfied type of D to reject an offer
in order to make a counteroffer, rather than go immediately to war.

What is the intuition behind dD having to be medium? Again, notice that in
this equilibrium, the agreement x* ¼ p + cS would be reached in the second per-
iod; D would get all of the gains from avoiding war. Thus, D would only go to
war in the first period if he gets a low initial offer, rather than make a counterof-
fer (in which he gets a very favorable agreement), if he discounts future payoffs
sufficiently. Because the two types of D have different payoffs from going to war,
they have different thresholds for dD below which they would rather go to war
than wait and get all of the gains from avoiding war from the next period
onward. In this equilibrium, dD is below the highly resolved type’s threshold
(who thus would rather go to war), but above the less-resolved type’s threshold
(who thus would rather move to the next period if he gets a low initial offer).

Finally, consider the equilibrium in which dD is high (Proposition 7). This is
similar to the previous equilibrium in that only the highly resolved type goes to
war if he gets a low initial offer—the less-resolved type makes a counteroffer
(which is accepted) if he gets too low an offer. However, unlike the previous two
equilibria, D does not get all of the gains from avoiding war in the second per-
iod. In constructing this equilibrium, we stipulate that if the second period is
reached by the low-resolve type, then the actors use the strategies of Proposition
3. Recall from Figure 6 that when d is in the high range, both sides’ proposals
for D (in the stationary SPE of Proposition 3) start decreasing. In the incomplete
information equilibrium when dD is high (Proposition 7), what is happening is
that dD is so high (we are in the far right range of Figure 6, where the proposals
for D are very low) that the most favorable (for D) agreement that could be
reached in the second period is actually less than the highly resolved type’s pay-
off from war, but exceeds the low-resolve type’s payoff from war. Thus, even
though dD is high, the highly resolved type prefers to go to war rather than move
to the next period (in which he could, at best, get a worse agreement than war),
whereas the low-resolve type prefers to move to the next period and get some of
the gains from avoiding war therein. We now turn to the ‘‘non-risk’’ equilibria,
which are novel to our model.

Peaceful (Non-Risk) Equilibria

Proposition 8: If
ðp�cDl

Þ�q

ðpþ cS Þ�q � dD �
ðp�cDh

Þ�q

dD ½ðpþ cS Þ�q�, then for any value of s, there is a PBE

in which, in the first period, both types of D accept all offers (y,1)y) such that
y ‡ q(1)dD) + dD(p + cS) and say no (rather than fight) for any lower offer. If dS ‡ dD,
then S offers y* ¼ q(1)dD) + dD(p + cS) in the first period, which both types accept. If
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dS £ dD, then S offers some y < y*, and agreement is reached on x* ¼ p + cS in the second
period.

Proposition 9: If dD � maxf ðp�cDh
Þ�q

dD ½ðpþ cS Þ�q� ;
ðp�cDl

Þ�q

ðpþ cS Þ�qg, then for any value of s, there is a

PBE in which, in the first period, both types of D accept all offers (y, 1)y) such that
y ‡ q(1)dD) + dD(p + cS) and say no (rather than fight) for any lower offer. If dS ‡ dD,
then S offers y* ¼ q(1)dD) + dD(p + cS) in the first period, which both types accept. If dS £
dD, then S offers some y < y*, and agreement is reached on x* ¼ p + cS in the second period.

These are equilibria under incomplete information, when dD is medium or
large, in which the risk-return tradeoff does not emerge. That is, these are equi-
libria in which even the highly resolved (low cost) type simply makes a counter-
offer (which is accepted) if he gets a low initial offer, rather than going to war.
What is the intuition behind these results? We have constructed equilibria in
which agreement would be reached on x* ¼ p + cS in the second period, that is,
D would get all of the gains from avoiding war. Thus, as long as D attaches suffi-
cient value to future payoffs, he prefers to make a counteroffer rather than go to
war if he gets a low initial offer. The risk-return tradeoff is the unique PBE out-
come in Powell’s model only because that model gives all of the bargaining lever-
age to S. When D also has some bargaining leverage, as in the modified model,
there exist equilibria when dD is medium or large in which D finds it worthwhile
to make a counteroffer rather than go to war, and in which the probability of
war is therefore zero (regardless of S’s initial beliefs and D’s actual type).

Equilibrium Selection

We have identified risk-return as well as non-risk equilibria, for various ranges of
dD. When dD is low, then only risk-return tradeoff equilibria exist. This is because,
even if D gets all of the gains from avoiding war in the second period (the best
he can possibly do), he would rather go to war in the first period than wait until
then (and live with the worse-than-war status quo in the current period), for dD

sufficiently low.
However, when dD is medium or high, both types of equilibria exist, and a natu-

ral question to ask is whether the risk-return equilibria Pareto-dominate the non-
risk equilibria, or vice-versa, when they both exist. If so, there would be good rea-
sons for expecting the Pareto-dominant equilibrium to be played. However, it
turns out that neither equilibrium Pareto-dominates the other, in general. When
dD is sufficiently high, the equilibria of Proposition 7 (a risk-return equilibrium) as
well as Proposition 9 (a non-risk one) both exist. In Proposition 7, when s is low, S
makes a low initial offer that is only accepted by the less-resolved type—the high-
resolve type rejects it and goes to war. Thus, war occurs with probability s, and an
agreement is reached with probability 1)s. As dD converges to 1, this agreement
that is reached converges to p)cDh

; that is, S gets all of the gains from avoiding war
against the less-resolved type. In Proposition 9, S makes an offer that both types
accept. As dD converges to 1, this agreement converges to p + cS; that is, D (both
types) gets all of the gains from avoiding war. Thus, as dD converges to 1, both
types of D strictly prefer the non-risk equilibrium of Proposition 9, in which S com-
promises a lot, where s is sufficiently low, S strictly prefers the risk-return equilib-
rium of Proposition 7, in which she is very likely to get all of the gains from
avoiding war (against the less-resolved type), and not likely to have to go to war.
Neither equilibrium Pareto-dominates the other in general.

However, there are other reasons for expecting the non-risk equilibrium to be
played when dD is high, rather than the risk-return equilibrium. We saw from
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Proposition 4 that when dD is high, a broad continuum of agreements can be
reached in nonstationary SPE (under complete information). In the stationary
SPE of Proposition 3, as dD approaches 1, D’s share of the pie approaches p)cD

(i.e., in the limit D does not get any of the gains from avoiding war), regardless
of who makes the first proposal (see Figure 6). In constructing the risk-return
equilibrium (under incomplete information) when dD is high (Proposition 7),
we have to use (the strategies of) this stationary SPE in the second period. That
is, when dD is high, the only way we can get the highly resolved type of D to go
to war rather than make a counteroffer if S’s initial offer is too small, is by con-
structing an equilibrium in which, if the second period is reached, the highly
resolved type of D does not get any of the gains from avoiding war. As long as
the highly resolved type of D gets some (no matter how little) of the gains from
avoiding war in the second period, the risk-return tradeoff cannot exist high
enough for dD, because D would prefer to move to the second period and get
those gains (no matter how small) rather than go to war in the first period. To
put it another way, constructing a risk-return equilibrium when dD is high
requires us to use a SPE (more particularly, a set of continuation strategies) in
which the highly resolved type of D does not get any of the gains from avoiding
war in the second period, and there are many SPE (and hence continuation
strategies) in which he does get some of the gains from avoiding war (Proposition
4). Moreover, we made an equilibrium selection argument in the complete infor-
mation section that the SPE most likely to be played when dD is high is one in
which D in fact gets a substantial amount of the gains from avoiding war. When
dD is high, the risk-return equilibrium is not particularly compelling.

More Complicated Uncertainty

One potential limitation of our analysis is that we only consider one-sided uncer-
tainty, in which an agreement is reached in the second period, because D knows
S’s type, and hence exactly how large an offer to make. However, when the
uncertainty is about the costs of war, it seems that the same overall results would
hold regardless of how complicated the uncertainty is (e.g., two-sided uncertainty
with a continuum of types). Suppose, for example, that D’s cost of war comes
from the interval [cDl

, cDh
], and S’s cost of war comes from the interval [cSl

, cSh
],

with cDl
, cSl

> 0; so war is costly for all types. This is shown graphically in Figure 7.
Although each side is uncertain of the other side’s exact cost of war, it is com-
mon knowledge that all types of both players strictly prefer any agreement in the
(p)cDl

, p + cSl
) interval to war. The risk-return tradeoff is essentially the idea that

a side’s attempt to guess the other side’s exact reservation value (and hence
achieve maximal bargaining gains) will lead to bargaining breakdown and hence
war. Our argument is that this might lead to delay in reaching an agreement,
but eventually their expectations should converge to the (p)cDl

, p + cSl
) interval,

and the agreement (p, 1)p) stands out as a focal point (Schelling 1960) within
this interval (simply divide the disputed good in the ratio of the military capabili-
ties). If the dissatisfied state’s discount factor is low, then D is not willing to wait
until then, and so goes to war immediately if he gets a small initial offer. How-
ever, as long as he expects to get at least some (no matter how little) of the gains
from avoiding war in any future agreement reached (which is certainly the case
for any agreement in the [p)cDl

, p + cSl
] interval), then for a dD large enough, he

FIG. 7. Two-Sided Uncertainty About Costs of War
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strictly prefers to wait until then rather than go to war immediately upon getting
a small initial offer. When there is uncertainty about the costs of war, the analysis
here suggests that the dissatisfied state’s discount factor is a crucial determinant
of whether the uncertainty merely leads to delay in reaching a preferred-to-war
agreement, or whether it leads to a take-it-or-leave-it dynamic and hence a risk of
war.

Conclusion

A strikingly large number of formal models of crisis bargaining give the result that
under uncertainty, state 1’s initial offer is accepted or war occurs. The absence of
prewar bargaining in these models suggests that under uncertainty, state 1 inevita-
bly faces a risk-return tradeoff in making its initial offer.13 In this article, we ana-
lyze a crisis bargaining model in which the greater array of choices available to the
actors leads to both sides having some bargaining leverage in equilibrium, and as a
result, we derive equilibria in which agreements can be peacefully reached
through the offer–counteroffer process.14 Our results suggest that under uncer-
tainty about the costs of war, the dissatisfied state’s time preferences are a crucial
factor in whether the uncertainty leads to a take-it-or-leave-it dynamic and hence a
risk of war, or whether it merely leads to delay in reaching a negotiated settlement.

The substantive implications of these results are discussed in detail in the
introduction and are not repeated here. We merely note that in addition to their
implications for the mechanisms by which uncertainty leads to war, our results
also have potential policy implications for conflict resolution/prevention strate-
gies. There is a growing literature that examines how third party actors, such as
international organizations or foreign mediators, can help resolve or prevent civil
or international conflict. Based in part on Fearon’s (1995) work on rationalist
explanations for war, a lot of this work examines how third-party actors can help
disputants overcome informational asymmetries or make credible commitments,
Fearon’s two primary rationalist explanations (e.g., Kydd 2003; Walter 2002).

Our analysis suggests additional methods, if perfect information revelation
cannot be achieved. First, third-party actors can help the disputants recognize
the possibility of making counteroffers, if previous offers are not acceptable (or,
if possible, to actually structure the bargaining process so that it has an offer–
counteroffer format). In a TILI offer bargaining setting, or in a setting in which
the satisfied side makes all of the offers, the risk-return tradeoff is the unique
equilibrium outcome under incomplete information. As we have shown here,
however, in an offer–counteroffer bargaining setting, non-risk equilibria also
exist as long as the dissatisfied side attaches sufficient value to future payoffs.

Second, third-party actors can help the disputants to have a longer time hori-
zon (i.e., be less impatient). Perhaps the most practical way of doing this is
to structure the bargaining so as to reduce the time between counteroffers,
or between negotiating rounds (which effectively increases the actors’ discount
factors).15

13 There are other types of risk-return tradeoffs that can arise in crisis bargaining (we thank an anonymous
reviewer for pointing this out). For example, there is a risk-return tradeoff in choosing whether to generate audi-
ence costs to signal resolve: on the one hand, it might get the other side to concede; on the other hand, it might
lock one or both sides into war (Fearon 1997; Kurizaki 2007). In this article, we focus on the risk-return tradeoff of
making a limited initial offer.

14 In Powell’s (2004) bargaining-while-fighting model, which is the other model (besides his costly lottery
model, which we have modified here) in which the uniqueness of the risk-return tradeoff emerges endogenously
rather than being built into the game-tree, the satisfied state has all of the bargaining leverage because only it is
allowed to make offers.

15 Our finding that high discount factors help lead to cooperative outcomes is consistent with the literature on
the repeated prisoner’s dilemma (Axelrod 1984).
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Finally, third-party actors should emphasize agreements that give both sides
some of the gains from avoiding war. In an interesting article, Kydd (2003)
uses a game-theoretic model to show that if conflict occurs because of private
information and incentives to misrepresent it, then biased mediators reduce
the probability of conflict more than unbiased mediators. Kydd builds on
Fearon’s (1995) take-it-or-leave-it-offer bargaining model to establish his argu-
ment. We have shown here that in a more general bargaining setting, if impa-
tience is not a factor, then incomplete information only leads to war if the
dissatisfied side does not expect to get any of the gains from avoiding war in
any future agreement reached. By placing emphasis on agreements that give
both sides some of the gains from avoiding war, the likelihood of conflict is
reduced, and it seems that unbiased mediators would be better willing/able to
play this role.16 Exploring these issues in more detail is an obvious area for
future research.

Appendix

Stationary SPE in the Modified Model

Propositions 1–3 characterize SPE when D is dissatisfied (i.e., q < p)cD) and dD is
low, medium, or high. These SPE are stationary up to the point that, at certain
decision nodes, an actor may be indifferent among different courses of actions,
and hence may be choosing different actions at histories which are different but
which lead to structurally identical subgames. When dD is low or medium, as in
Propositions 1 and 2, we believe, but have not been able to prove, that these are
all of the SPE. When dD is large, as in Proposition 3, then there exists genuinely
nonstationary SPE, which are described in Proposition 4.

Proposition 1: If dD � ðp�cDÞ�q
ðpþ cS Þ�q, then the following are SPE:

(a) D always proposes (x*, 1)x*), where x* ¼ p + cS. He always accepts any offer
(y, 1)y) such that y ‡ p)cD. In any period in which he gets a lower offer than
this, he fights (does not say no). In any period in which S rejects his offer, he
fights rather than passes.

(b) S always proposes (y*, 1)y*), where y* ¼ p)cD. She always accepts any offer
(x, 1)x) such that x £ p + cS. In any period in which she gets a worse offer,
she is indifferent between fighting and saying no (as in the latter case D fights
anyway), and hence can be choosing either (or mixing). In any period in
which D rejects her offer, she passes rather than fights.

Proposition 2: If ðp�cDÞ�q
ðpþ cS Þ�q � dD � ðp�cDÞ�q

dD ½ðpþ cS Þ�q�, then the following are SPE:

(a) D always proposes (x*, 1)x*), where x* ¼ p + cS. He always accepts any offer
(y, 1)y) such that y ‡ q(1)dD) + dD(p + cS). In any period in which he gets
a lower offer than this, he says no (does not fight). In any period in which S
rejects his offer, he fights rather than passes.

(b) In any period in which S makes a proposal, she (i) proposes y* ¼
q(1)dD) + dD(p + cS) if dS > dD, (ii) proposes some y < y* if dS < dD (this
proposal is rejected and agreement is reached on x* in the next period), and
(iii) is indifferent between proposing y* and proposing some y < y* if dS ¼ dD

(this latter proposal is rejected and agreement is reached on x* in the next

16 Rauchhaus (2006) modifies Kydd’s analysis to argue that unbiased mediators will be more effective, and finds
some empirical support for this. Kydd (2006) provides further analysis of the tradeoffs between biased and unbiased
mediators.
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period), and hence can be choosing either (or mixing). She always accepts any
offer (x, 1)x) such that x £ p + cS. In any period in which she gets a worse
offer, she is indifferent between fighting and saying no (as in the latter case D
fights anyway), and hence can be choosing either (or mixing). In any period
in which D rejects her offer, she passes rather than fights.

Proposition 3: If ðp�cDÞ�q
dD ½ðpþ cS Þ�q� � dD , then the following are SPE:

(a) D always proposes (x*,1)x*), where x� ¼ ðp�cDÞ�qð1�d2
DÞ

d2
D

. He always accepts

any offer (y, 1)y) such that y � ðp�cDÞ�qð1�dDÞ
dD

. In any period in which he gets
a lower offer than this, he says no (does not fight). In any period in which S
rejects his offer, he fights with probability b 2 (0,1) and passes with proba-

bility 1)b, where (i) b ¼ ð1�dSdDÞ½ðp�cDÞ�q�
dDfdD ½ðpþ cS Þ�q��dS ½ðp�cDÞ�q�g if dS > dD,

(ii) b ¼ ð1�d2
S Þ½ðp�cDÞ�q�

d2
D ½ðpþ cS Þ�q��d2

S ½ðp�cDÞ�q� if dS < dD, and (iii) b ¼ ð1�d2Þ½ðp�cDÞ�q�
d2ðcD þ cS Þ

if

dD ¼ dS ¼ d. (Note that b fi 1 from below as dD ! ðp�cDÞ�q
dD ½ðpþ cS Þ�q� from above

and that b fi 0 from above as dD,dS fi 1 from below.)
(b) In any period in which S makes a proposal, she (i) proposes

y� ¼ ðp�cDÞ�qð1�dDÞ
dD

if dS > dD, (ii) proposes some y < y* if dS < dD (this

proposal is rejected and agreement is reached on x* in the next period), and
(iii) is indifferent between proposing y* and proposing some y < y* if dS ¼ dD

(this latter proposal is rejected and agreement is reached on x* in the next per-
iod), and hence can be choosing either (or mixing). She always accepts any

offer (x, 1)x) such that x � ðp�cDÞ�qð1�d2
DÞ

d2
D

. In any period in which she gets a

worse offer, she says no (does not fight). In any period in which D rejects her

offer, she passes rather than fights.

Intuition Behind Figure 6

The intuition behind Figure 6, which is based on Propositions 1–3, is as follows.
When d is low, each side’s proposal just offers the other side its payoff from war;
whoever gets to make the first proposal gets all of the gains from avoiding war.
Note that in this range of d, D finds it optimal to fight rather than move to the
next period, if his proposal is rejected or if S makes a small offer. Because D
optimally chooses to fight if given a low offer, he cannot credibly demand more
than his payoff from war when S is making a proposal, and hence S just needs to
offer D his utility-equivalent from war. Similarly, because D chooses to fight if S
rejects his offer, S cannot credibly be demanding more than her payoff from war
when D is making a proposal, and so D just offers S her utility-equivalent from
war.

When d gets in the medium range, however, then D cares enough about future
payoffs that he prefers to move to the next period (and get all of the gains from
avoiding war therein) if S makes a low offer, rather than go to war. Therefore, in
periods where S makes an offer, D is now demanding his average payoff for get-
ting the status quo in the current period and all of the gains from avoiding war
in the next period. As this average payoff is now (with d high enough) greater
than his payoff from war, D is demanding more than his payoff-equivalent from
war, and so S now has to compromise when she makes a proposal. Thus, as seen
in the figure, y* (S’s proposal for D) is increasing in this range. However,
S still gets some of the gains from avoiding war when she makes a proposal,
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for example, y* < p + cS. In this range, d is still low enough that D prefers to go
to war if S rejects his offer (because D gets the relatively small payoff of y* in the
next period, and with sufficient discounting war is preferred to living with the
status quo in the current period and not getting some of the gains from avoiding
war y* until the next period), and so S cannot credibly demand more than her
utility-equivalent from war. Therefore, D is still getting all of the gains from
avoiding war when he makes a proposal (i.e., x* ¼ p + cS).

When d gets even larger, however, then the credibility of D’s threat to go to
war if S rejects D’s offer starts diminishing. This is because D will get at least
some of the gains from avoiding war in the next period (recall that y* > p)cD),
and hence for d large enough, D prefers to live with the status quo in the cur-
rent period and get some of the gains from avoiding war y* in the next period
rather than going to war in the current period, if S rejects his offer. This dimin-
ished credibility means that S can be demanding more than just her payoff-equiv-
alent from war, and hence D starts compromising when he makes a proposal
(i.e., x* starts decreasing). And because D gets a smaller payoff in periods in
which he makes a proposal, S can offer less to D in periods where she makes a
proposal (and, hence, y* also starts decreasing). In this (high) range of d, D is
probabilistically choosing between fighting and passing if S rejects his proposal,
and as d increases, the probability with which D chooses to fight (b in Proposi-
tion 3) decreases. As d approaches 1, the probability of fighting approaches 0.

Delay Under Complete Information

Figure 6 shows the stationary equilibrium proposals when the two sides have the
same discount factor, for example, when dD ¼ dS ¼ d. However, now suppose
that the discount factors can differ. Figure 6 then shows D’s equilibrium proposal
for itself. x* (which is accepted), and y* in the figure is now the minimal
demand made by D in periods in which S makes an offer, but not necessarily the
actual offer that S makes (this depends on the value of dS relative to dD, as
explained below). d on the horizontal axis should now read dD. When dD is low,
then in equilibrium, D goes to war if S makes a low offer, and hence S always
makes the minimally acceptable offer y* (regardless of the value of dS; this is all
established in Proposition 1). However, once dD gets in the medium or high
range, then D says no if S makes a low offer, rather than going to war, for the
reasons discussed above. In the medium or high range, if dS > dD, then S makes
the minimally acceptable offer y* whenever she makes a proposal. However, if
dS < dD, thus, if S discounts future payoffs sufficiently, then S proposes some
y < y*, which is peacefully rejected, and agreement is reached on x* in the next
period.17 What is the intuition behind this delaying behavior by S?18 S prefers
the agreement y* to x* (see Figure 6), but she prefers the status quo even more.
If S is sufficiently myopic, then she cares primarily about her payoff in the cur-
rent period, and hence she would rather get the very favorable status quo for
one more period, even though that means that in the long run, she lives with a
less favorable agreement (x*) than the one that she could have gotten (y*). Even
in complete information crisis bargaining, a myopic satisfied state may delay
reaching an agreement and ultimately accepts a less favorable agreement in
order to enjoy the benefits of the very favorable status quo for a little longer.
However, this can only occur if the dissatisfied state attaches enough value to

17 If dS ¼ dD, then S is indifferent between offering y* and some y < y*, and hence can be choosing either, or
mixing. This is all established in Propositions 2 and 3.

18 Langlois and Langlois (2006) also find that a delayed agreement can be reached in equilibrium under com-
plete information.
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future payoffs that it accepts that delay rather than going to war immediately.
Thus, if S makes a low offer, dD has to be in the medium or high range.

Nonstationary SPE when dD is High

Proposition 4: If ðp�cDÞ�q
dD ½ðpþ cS Þ�q� � dD (the same condition for Proposition 3) and dS ¼ dD,

then, in the model where D makes the first offer, any agreement that gives D between p)cD

and p + cS can be reached in the first period of a nonstationary SPE, and in the model

where S makes the first offer, any agreement that gives D between p)cD and

q(1)dD) + dD(p + cS) (this is the linearly increasing portion of the dashed line in Figure

6) can be reached in the first period of a nonstationary SPE.19

To understand how these nonstationary SPE are generated, note that, when dD

is high, then in the stationary SPE of Proposition 3, D is mixing (probabilistically
choosing) between fighting and passing, at decision nodes at which S has said
no to D’s offer. D can be mixing because he is indifferent (given the equilibrium
strategies for the rest of the game), and hence can be choosing either option. In
the stationary SPE of Proposition 3, he is randomizing with the same probability
(fight with probability b, pass with probability 1)b) at each such decision node.
However, suppose that at the first such decision node, he chooses to fight with
certainty (which is fine, because he is indifferent), and then uses the stationary
strategy (of Proposition 3) in subsequent periods. Because D chooses to fight
with certainty if his first offer is rejected, S can credibly demand no more than
her payoff from war in that period, and hence D gets all of the gains from avoid-
ing war. This is the upper bound of what D can achieve in a nonstationary SPE
when dD is in the high range. On the other hand, suppose that D chooses to pass
with certainty at the first such decision node (again, this is fine, as he is indiffer-
ent), and then uses the stationary strategy in subsequent periods. This allows S
to demand a lot more in that period, and hence D’s proposal for itself is lower.
This establishes the lower bound of what D can achieve in a nonstationary SPE
when dD is in the high range. Any payoff between these two extreme values can
also be achieved in a nonstationary SPE, by supposing that at the first such deci-
sion node, D chooses to fight with the appropriate probability, and then reverts
to the stationary strategy for the rest of the game.

SPE in Powell’s Model

The following proposition characterizes SPE in a generalization of Powell’s
(1996a, 1996b, 1999) model in which D and S are allowed to have different dis-
count factors, dD and dS. The SPE that Powell (1996a, 263) characterizes is the
one in which dS ¼ dD, and D chooses to always satisfy S’s minimal demand when
making a proposal.

Proposition 10: The following are SPE when D is dissatisfied, when q < p)cD.

(a) In any period in which D makes a proposal, he (i) proposes x* ¼
q(1)dS) + dS(p)cD) if dD < dS, (ii) proposes some x > x* if dD > dS (this pro-
posal is rejected and agreement is reached on y* in the next period), and (iii)
is indifferent between proposing x* and proposing some x > x* if dD ¼ dS (this

19 In the technical supplement to this article, we show that nonstationary SPE exist regardless of the value of
dS, and in Proposition 4 we stipulate that dS ¼ dD simply so that we can give precise upper and lower bounds to the
payoffs that can be achieved in the nonstationary SPE.
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latter proposal is rejected and agreement is reached on y* in the next period),
and hence can be choosing either (or mixing). He always accepts any offer
(y, 1)y) such that y ‡ p)cD. In any period in which he gets a lower offer than
this, he fights (does not continue to the next period).

(b) S always proposes (y*, 1)y*) where y* ¼ p)cD, and always accepts any offer
(x, 1)x) such that x £ q(1)dS) + dS(p)cD). In any period in which she gets
a worse offer than this, she continues to the next period (does not fight).
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Department of Political Science

Duke University
Durham, NC 27708

email: bahar.leventoglu@duke.edu

Ahmer Tarar
Department of Political Science

Texas A&M University
4348 TAMU

College Station, TX 77843-4348
email: ahmertarar@polisci.tamu.edu

May 12, 2008

1



1 Proofs of Propositions

1.1 SPE in Powell’s Model

The following proposition characterizes SPE in a generalization of Powell’s (1996a, 1996b,

1999: Chapter 3) model in which D and S are allowed to have different discount factors, δD

and δS. The SPE that Powell (1996a, 263) characterizes is the one in which δS = δD and D

chooses to always satisfy S’s minimal demand when making a proposal.

Proposition 10 The following are SPE when D is dissatisfied, i.e., when q < p− cD.

(a) In any period in which D makes a proposal, he (i) proposes x∗ = q(1− δS) + δS(p− cD)

if δD < δS, (ii) proposes some x > x∗ if δD > δS (this proposal is rejected and agreement is

reached on y∗ in the next period), and (iii) is indifferent between proposing x∗ and proposing

some x > x∗ if δD = δS (this latter proposal is rejected and agreement is reached on y∗ in

the next period), and hence can be choosing either (or mixing). He always accepts any offer

(y, 1 − y) such that y ≥ p − cD. In any period in which he gets a lower offer than this, he

fights (does not continue to the next period).

(b) S always proposes (y∗, 1− y∗) where y∗ = p− cD, and always accepts any offer (x, 1− x)

such that x ≤ q(1 − δS) + δS(p − cD). In any period in which she gets a worse offer than

this, she continues to the next period (does not fight).

Proof : First consider S’s decisions. Given D’s acceptance rule, S is strictly best off proposing

y∗ = p− cD whenever she makes a proposal (if S proposes a lower y, D chooses war, which is

strictly worse for S). Now consider periods in which D makes an offer. We have just shown

that S’s optimal continuation value for moving to the next period is (1 − q) + δS(1−y∗)
1−δS

. If

she goes to war instead, her payoff is 1−p−cS

1−δS
. It is easy to show that the former is strictly

greater than the latter, and hence S cannot credibly reject any proposal (x, 1− x) such that

1−x
1−δS

≥ (1 − q) + δS(1−y∗)
1−δS

, or x ≤ q(1 − δS) + δS(p − cD), and she must move to the next

period rather than fight if she gets a worse offer.

Now consider D’s decisions. Given S’s acceptance rule, the best (for himself) acceptable

proposal that D can make in a period in which he makes a proposal is x∗ = q(1−δS)+δS(p−
cD). (Because this is strictly greater than q, if that agreement will eventually be reached, it
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is strictly better to reach it now rather than in a later period.) D’s other option is to propose

some x > x∗, which is rejected, and in the next period, S proposes y∗ = p− cD, which D can

(i) accept, (ii) reject it and fight, or (iii) reject it and make a counteroffer. In case (iii), D

is back in the same scenario that he is in the current period, except that he has received q

for two periods. Since x∗ > q, offering x∗ in the current period is strictly better than ending

up in case (iii). Cases (i) and (ii) give D the same total payoff of q + δD(p−cD)
1−δD

. Therefore,

D is strictly best off offering x∗ in the current period rather than some x > x∗ if and only if

x∗
1−δD

> q + δD(p−cD)
1−δD

, which can be shown to hold if and only if δD < δS. If δD > δS, then D

strictly prefer to offer some x > x∗ (which is rejected and leads to agreement being reached

on y∗ = p− cD in the next period), and if δD = δS, then D is indifferent between proposing

x∗ and some x > x∗, and hence can be choosing either, or mixing.

Now consider a period in which S makes an offer. If D chooses to fight upon receiving

a low offer, his payoff is p−cD

1−δD
. If he chooses to move to the next period instead, he either

(depending on the relative values of δS and δD) (i) finds it optimal to offer x∗ (if δD ≤ δS),

which is accepted, or (ii) finds it optimal to propose some x > x∗ (if δD ≥ δS), which is

rejected. In case (ii), D is back in the same position that he is in the current period (in

which S makes an offer), except that he has received q for two periods, and he can get at

best y∗ = p − cD in the period that he now finds himself in. Since p − cD > q and S’s

strategy does not change, if case (ii) holds, D is strictly better fighting rather than saying

no if gets a low offer in the current period, and therefore he cannot credibly reject any offer

(y, 1 − y) such that y ≥ p − cD. If case (i) holds, then D’s optimal continuation value for

moving to the next period is q + δDx∗
1−δD

. It is easy to show that p−cD

1−δD
is strictly greater than

this, and hence D cannot credibly reject any proposal (y, 1 − y) such that y ≥ p − cD, and

must choose to fight if he gets a lower offer. Q.E.D.

1.2 Proof of Proposition 1

First consider D’s decisions. Given S’s acceptance rule, D is strictly best off proposing

x∗ = p+cS whenever he makes a proposal, as this is the best possible payoff he can effectively

get in the model (given that S can choose to fight instead of accepting a worse offer, and if
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S chooses to fight, D’s payoff is p− cD, which is strictly worse than p + cS). Now consider a

period in which S makes an offer. If she makes a low offer and D chooses to fight, his payoff

is p−cD

1−δD
. If he chooses to say no instead, we have just shown that his optimal continuation

value is q + δDx∗
1−δD

(note that if D says no, S chooses to pass rather than fight). For the upper

bound on δD in this equilibrium, the former is greater than the latter, and hence D cannot

credibly reject any offer (y, 1− y) such that y ≥ p− cD, and must be choosing to fight rather

than say no if he gets a worse offer. Now suppose D has made an offer and S has said no.

If D chooses to fight, his payoff is p−cD

1−δD
. If he chooses to pass instead, we have just shown

that his payoff is q + δDy∗
1−δD

. The former is strictly greater than the latter, and hence D must

be choosing to fight.

Now consider S’s decisions. Given D’s acceptance rule, S is strictly best off proposing

y∗ = p − cD (if S makes a lower offer, D chooses to fight, in which case S is strictly worse

off). Now consider a period in which D makes an offer. Since D is choosing to fight if S says

no to his offer, S cannot credibly reject any offer than gives her at least her utility from war,

i.e., she cannot credibly reject any offer (x, 1− x) such that x ≤ p + cS. If she gets a worse

offer, she is indifferent between fighting and saying no, since in the latter case, D chooses to

fight anyway. Therefore, she can be doing either, or she can be mixing. Now suppose S has

made an offer and D has said no. If S chooses to fight, her payoff is 1−p−cS

1−δS
. If she chooses

to pass instead, we have just shown that her payoff is (1− q)+ δS(1−x∗)
1−δS

. The latter is strictly

greater than the former, and hence S must be choosing to pass. Q.E.D.

1.3 Proof of Proposition 2

First consider D’s decisions. The same argument as above shows that D is strictly best off

proposing x∗ = p+cS whenever he makes a proposal, given S’s acceptance rule. Now consider

a period in which S makes an offer. If she makes a low offer and D chooses to fight, his payoff

is p−cD

1−δD
. If he chooses to say no instead, we have just shown that his optimal continuation

value is q + δDx∗
1−δD

(note that if D says no, S chooses to pass rather than fight). For the lower

bound on δD in this equilibrium, the latter is greater than the former, and hence D cannot

credibly reject any offer (y, 1− y) such that y
1−δD

≥ q + δDx∗
1−δD

, or y ≥ q(1− δD) + δD(p + cS),
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and must choose to say no rather than fight if he gets a worse offer. Now suppose D has

made an offer and S has said no. If D chooses to fight, his payoff is p−cD

1−δD
. If he chooses to

pass instead, his payoff is q + δDy∗
1−δD

. (This is based on the assumption that S proposes y∗

in the next period. As we show below, depending on the size of δS relative to δD, S may

or may not find it optimal to offer y∗ in the next period — however, whatever S chooses to

do, D’s average per-period payoff in the subgame beginning in the next period is y∗ (this

is because y∗ is the offer that makes him just indifferent between accepting it and moving

to the next period and reaching agreement on x∗ therein), and hence this argument is fine.)

For the upper bound on δD in this equilibrium, the former is greater than the latter, and

hence D chooses to fight rather than pass.

Now consider S’s decisions. S cannot credibly reject any offer that gives her at least her

utility from war, i.e., any offer (x, 1− x) such that x ≤ p + cS. This is because D chooses to

fight if S says no to his offer. If S gets a worse offer, she is indifferent between fighting and

saying no (since in the latter case D fights anyway), and hence can be doing either, or mixing.

Now suppose D has said no to S’s offer. We have just shown that S’s continuation value for

passing is (1− q) + δS(1−x∗)
1−δS

. This is strictly greater than her payoff 1−p−cS

1−δS
for fighting, and

hence S must be passing rather than fighting. Now consider periods in which S makes an

offer. Given D’s acceptance rule, the best possible (for herself) acceptable agreement that

S can propose in the current period is y∗ = q(1 − δD) + δD(p + cS), for a total payoff of

1−y∗
1−δS

. Setting this greater than her payoff for proposing a lower y that is rejected and leads

to agreement being reached in the next period, (1− q)+ δS(1−x∗)
1−δS

, and simplifying, we obtain

δS > δD. Hence, if δS > δD, S is strictly best off proposing y∗. If δS < δD, S is strictly best

off proposing some y < y∗ which is rejected and leads to agreement being reached on x∗ in

the next period. If δS = δD, then S is indifferent between proposing y∗ and some y < y∗,

and hence can be choosing either, or mixing. Q.E.D.

1.4 Proof of Proposition 3

Note that in this proof, we use the “one-stage-deviation principle,” henceforth OSDP, for

infinite horizon games with discounting of future payoffs (Fudenberg and Tirole 1991, 108-

110). This principle states that, to verify that a profile of strategies comprises a SPE, one
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just has to verify that, given the other players’ strategies, no player can improve her payoff

at any history at which it is her turn to move by deviating from her equilibrium strategy at

that history and then reverting to her equilibrium strategy afterwards.

We want to look for a SPE in which D is mixing between passing and fighting, at any

decision node at which S has said no to D’s offer.1 Suppose that in this (supposed) SPE, D’s

average per-period payoff for the subgame beginning in the next period (in which S makes

an offer) is y′. Then, for mixing to be okay, it must be the case that D is indifferent between

fighting and passing, i.e., p−cD

1−δD
= q + δDy′

1−δD
, or y′ = (p−cD)−q(1−δD)

δD
. It is easy to verify that,

given S’s strategy and D’s strategy for the rest of the game, D’s average per-period payoff

for the subgame beginning in the next period is indeed y′, and hence D’s strategy of mixing

at this stage satisfies the OSDP. Therefore, suppose that D is choosing to fight with some

probability β ∈ (0, 1) and pass with probability 1− β.

Now consider when D has to make a proposal. Given S’s acceptance rule, the best D

can do if he wants an agreement to be reached in the current period is to propose x∗ =

(p−cD)−q(1−δ2
D)

δ2
D

. If he proposes some bigger x, S says no and D’s expected payoff (if he then

uses his equilibrium strategy for the rest of the game) is β(p−cD

1−δD
)+ (1−β)[q + δDy′

1−δD
]. Setting

x∗
1−δD

strictly greater than the latter and simplifying, we obtain q < p − cD, which is true

(note that β drops out of the simplification, so this is true for any value of β). Therefore,

D cannot profitably deviate from proposing x∗, and then revert to his equilibrium strategy,

and hence D’s strategy satisfies the OSDP at histories at which D makes a proposal.

Now suppose S has just made an offer to D. If D fights, his payoff is p−cD

1−δD
. If he says

no instead, then, according to his equilibrium strategy for the rest of the game, his overall

payoff will be q + δDx∗
1−δD

(note that S’s strategy is to pass if D says no, and so the next

period will be reached). Setting the latter strictly greater than the former and simplifying,

1A natural way to establish continuity with Propositions 1 and 2 would be if, when δD is high, as in
Proposition 3, D chooses to pass with certainty even when S rejects his offer. In Proposition 2, δD is high
enough that D chooses to say no (rather than fight) if S makes too low an offer, but still low enough that
he prefers to fight if S rejects D’s offer (his continuation value for moving to the next period is higher in the
former case than in the latter, since in the former case he gets to make the proposal in the next period). So,
it would be natural to expect that when δD is even higher, as in Proposition 3, D would choose to pass with
certainty even when S rejects his offer. However, it turns out that this behavior cannot be supported as
part of a stationary SPE, and instead D starts passing with positive probability, and this probability begins
from zero and approaches one as the players’ discount factors approach one. So, Proposition 3 is a natural
continuation of Propositions 1 and 2, but uses a mixed strategy.
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we obtain q < p− cD, which is true. Therefore, D is strictly better off saying no rather than

fighting, if S’s offer is too small. Therefore, he cannot do any better (assuming that he uses

his equilibrium strategy in the future) than use the acceptance rule of accepting any offer

(y, 1 − y) such that y
1−δD

≥ q + δDx∗
1−δD

, or y ≥ (p−cD)−q(1−δD)
δD

, and say no (rather than fight)

if he gets a lower offer.2 We have thus verified that D’s strategy satisfies the OSDP, i.e.,

there exists no history at which D can profitably deviate from his equilibrium strategy at

that stage and then revert back to his equilibrium strategy. Now we have to verify that the

same is true for S.

Suppose D has just said no to S’s offer. If S fights, her payoff is 1−p−cS

1−δS
. If she passes

instead and follows her equilibrium strategy in the future, her payoff is (1 − q) + δS(1−x∗)
1−δS

.

Setting the latter strictly greater than the former and simplifying, we obtain δ2
D > δS [(p−cD)−q]

(p+cS)−q
,

which is implied by our restriction in this proposition that δ2
D ≥ (p−cD)−q

(p+cS)−q
, and hence S’s

strategy satisfies the OSDP at this stage.

Now consider periods in which S makes a proposal. Given D’s acceptance rule, the

most favorable (for herself) acceptable agreement that S can propose is y∗ = (p−cD)−q(1−δD)
δD

,

leaving her with an overall payoff of 1−y∗
1−δS

. If she instead proposes some y < y∗, D rejects it

and agreement is reached on x∗ in the next period (assuming that S follows her equilibrium

strategy), giving S an overall payoff of (1− q) + δS(1−x∗)
1−δS

. Setting the former strictly greater

than the latter and simplifying, we obtain δS > δD. Hence, (i) when δS > δD, S is strictly

better off proposing y∗ rather than doing something else and then reverting to her equilibrium

strategy, (ii) when δS < δD, she is strictly better off proposing some y < y∗ rather than doing

something else and then reverting to her equilibrium strategy, and (iii) when δS = δD, she

is indifferent between proposing y∗ and some y < y∗, and hence can be choosing either,

or mixing. (And, this is strictly preferred to doing something else, namely proposing some

y > y∗, and then reverting to her equilibrium strategy, although the latter point is moot

because the agreement will be accepted and the game will end.) Therefore, we have verified

that S’s strategy satisfies the OSDP at histories at which she makes a proposal.

2Note that the only acceptance rule which is as good as this one for any offer by S, i.e., at any history
at which S has just made an offer to D, is to accept any proposal (y, 1 − y) such that y > (p−cD)−q(1−δD)

δD
,

and say no (rather than fight) if he gets a lower offer.
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Finally, we need to verify that S’s acceptance rule satisfies the OSDP. We consider the

three cases in turn.

Case (i): δS > δD

Consider a period in which D makes an offer. According to S and D’s equilibrium

strategies, in the next period, agreement would be reached on y∗ (since δS > δD). Therefore,

in the current period, S’s continuation value for saying no (if she uses her equilibrium strategy

in the future) is β[1−p−cS

1−δS
]+(1−β)[(1−q)+ δS(1−y∗)

1−δS
]. If she fights instead, her payoff is 1−p−cS

1−δS
.

Setting the former strictly greater than the latter and simplifying, we obtain δD > δS [(p−cD)−q]
(p+cS)−q

,

which is implied by our restriction in this proposition that δ2
D ≥ (p−cD)−q

(p+cS)−q
. Therefore, S is

strictly better off saying no rather than fighting, if she gets a low offer. Therefore, she

cannot do any better (assuming she uses her equilibrium strategy in the future) than use the

acceptance rule of accepting any offer (x, 1−x) such that 1−x
1−δS

≥ β[1−p−cS

1−δS
]+(1−β)[(1−q)+

δS(1−y∗)
1−δS

], and say no (rather than fight) if she gets a worse offer. Setting this equivalent to the

acceptance rule described in the statement of the proposition (namely, x ≤ (p−cD)−q(1−δ2
D)

δ2
D

)

and solving for β, we obtain β = (1−δSδD)[(p−cD)−q]
δD{δD[(p+cS)−q]−δS [(p−cD)−q]} ∈ (0, 1). That is, when β takes

on this value, S’s acceptance rule as described in the proposition satisfies the OSDP at

any history at which D has just made an offer to S. Note that β → 1 (from below) as

δD → (p−cD)−q
δD[(p+cS)−q]

(from above). That is, this equilibrium converges to that of Proposition

2. Also note that our requirement in this proposition that δ2
D ≥ (p−cD)−q

(p+cS)−q
means that β > 0

always. As δS, δD → 1 (from below), β → 0 (from above).

Case (ii): δS < δD

Consider a period in which D makes an offer. According to S and D’s equilibrium

strategies, in the next period, S will propose some y < y∗, which D rejects, and agreement will

be reached on x∗ in the following period. Therefore, in the current period, S’s continuation

value for saying no (if she uses her equilibrium strategy in the future) is β[1−p−cS

1−δS
]+(1−β)[(1−

q)+δS(1−q)+
δ2
S(1−x∗)
1−δS

]. If she fights instead, her payoff is 1−p−cS

1−δS
. Setting the former strictly

greater than the latter and simplifying, we obtain δ2
D >

δ2
S [(p−cD)−q]

(p+cS)−q
, which is implied by our

restriction in this proposition that δ2
D ≥ (p−cD)−q

(p+cS)−q
. Therefore, S is strictly better off saying no

rather than fighting, if she gets a low offer. Therefore, she cannot do any better (assuming
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she uses her equilibrium strategy in the future) than use the acceptance rule of accepting

any offer (x, 1 − x) such that 1−x
1−δS

≥ β[1−p−cS

1−δS
] + (1 − β)[(1 − q) + δS(1 − q) +

δ2
S(1−x∗)
1−δS

],

and say no (rather than fight) if she gets a worse offer. Setting this equivalent to the

acceptance rule described in the statement of the proposition and solving for β, we obtain

β =
(1−δ2

S)[(p−cD)−q]

δ2
D[(p+cS)−q]−δ2

S [(p−cD)−q]
∈ (0, 1). Note that β → 1 (from below) as δD → (p−cD)−q

δD[(p+cS)−q]

(from above). That is, this equilibrium converges to that of Proposition 2. Also note that

β > 0 always, since δD > δS. As δS, δD → 1 (from below), β → 0 (from above).

Case (iii): δS = δD = δ

Consider a period in which D makes an offer. According to S and D’s equilibrium

strategies, S’s continuation value for saying no in the current period (regardless of whether

she chooses to propose y∗ or some y < y∗, or mix, in the next period) is β[1−p−cS

1−δ
]+(1−β)[(1−

q) + δ(1−y∗)
1−δ

]. If she fights instead, her payoff is 1−p−cS

1−δ
. Setting the former strictly greater

than the latter and simplifying, we obtain cS + cD > 0, which is true. Therefore, S is strictly

better off saying no rather than fighting, if she gets a low offer. Therefore, she cannot do any

better (assuming she uses her equilibrium strategy in the future) than use the acceptance

rule of accepting any offer (x, 1− x) such that 1−x
1−δ

≥ β[1−p−cS

1−δ
] + (1− β)[(1− q) + δ(1−y∗)

1−δ
],

or x ≤ β(p + cS) + (1− β)(p− cD), and say no (rather than fight) if she gets a worse offer.

Setting this equivalent to the acceptance rule described in the statement of the proposition

and solving for β, we obtain β = (1−δ2)[(p−cD)−q]
δ2(cD+cS)

∈ (0, 1). Note than β → 1 (from below) as

δ → (p−cD)−q
δ[(p+cS)−q]

(from above), and hence this equilibrium converges to that of Proposition 2.

Also note that β → 0 (from above) as δ → 1 (from below).

Therefore, we have verified that D and S’s strategies satisfy the OSDP at any history at

which it is their turn to move. Q.E.D.

1.5 Proof of Proposition 4

The SPE characterized in Proposition 3 are stationary, except that when δS ≤ δD, S can

be choosing different actions (among which she is indifferent) at different histories (but that

lead to structurally identical subgames) at which it is her turn to make an offer, and this

allows for non-stationarity (but D and S’s payoffs are the same in all of these SPE).
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It turns out that when δD is high, there are also SPE that are non-stationary in a

more genuine sense. Suppose that δ2
D ≥ (p−cD)−q

(p+cS)−q
, so that Proposition 3 holds. Consider

the model in which D makes the first offer. Suppose that, in the subgame beginning in

the second period, D and S use the strategies of Proposition 3, which we already know

are best responses to each other. Then, in the last decision node of the first period, D is

indifferent between passing and fighting, and so suppose D is choosing to fight with certainty

(as opposed to fighting with probability β, as in Proposition 3). Then, in the first period,

S’s acceptance rule must be to accept any proposal (x, 1 − x) such that x ≤ p + cS, and

so in the first period, D optimally proposes x∗ = p + cS. Hence, in Figure 6, there exist

non-stationary SPE when δD is high in which x∗ remains at p + cS, rather than gradually

decreasing to p− cD, as in the stationary SPE.

In fact, we can suppose that in the last decision node of the first period, D fights with

some probability λ and passes with probability 1 − λ. When λ = 1, we are in the SPE

described above, and when λ = β, we are in the stationary SPE of Proposition 3. As λ

decreases, D’s proposal for himself in the first period, x∗, decreases. When δS ≥ δD (so that

agreement will be reached on y∗ = (p−cD)−q(1−δD)
δD

in the second period — see Proposition 3),

then in the first period, S accepts all agreements (x, 1−x) such that 1−x
1−δS

≥ λ[1−p−cS

1−δS
]+(1−

λ)[(1− q) + δS(1−y∗)
1−δS

], and says no (rather than fight) for any worse offer.

This can be simplified to obtain that in the first period, S accepts all offers (x, 1 − x)

such that x ≤ x∗, where x∗ = λ[(p + cS)− q] + δSy∗(1− λ) + q(1− δS) + λqδS. When λ = 1,

x∗ = p + cS, and when λ = 0, x∗ = δSy∗ + q(1− δS). (And, since x∗ is a continuous function

of λ, any value of x∗ in between these two extreme values can be obtained, for the right

value of λ.) ∂x∗
∂λ

> 0 can be simplified to obtain δD > δS [(p−cD)−q]
(p+cS)−q

, which is implied by our

stipulation that δ2
D ≥ (p−cD)−q

(p+cS)−q
. Therefore, what S allows D to keep for himself in the first

period is increasing in λ, which makes intuitive sense. (Also note that ∂x∗
∂δS

= 0 when λ = 1

and ∂x∗
∂δS

> 0 when λ < 1.)

Therefore, in the model in which D makes the first offer, there exist non-stationary SPE

when δ2
D ≥ (p−cD)−q

(p+cS)−q
(the binding condition of Proposition 3) and δS ≥ δD in which D’s offer

to himself (which S accepts) in the first period ranges from a minimum of x∗ = δSy∗+q(1−δS)
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to a maximum of x∗ = p + cS. Note that when λ = 0 and δS = δD, then x∗ = p − cD, i.e.,

D offers himself just his payoff from war. Of course, x∗ can never be lower than p− cD in a

SPE.

Now consider the model in which S makes the first offer. Suppose that, beginning in the

third period and forever afterwards, both players use the strategies of Proposition 3. Then, in

the last stage of the second period, D can be choosing to fight with any probability λ ∈ [0, 1],

and hence his payoff in the second period ranges from a minimum of x∗ = δSy∗ + q(1− δS)

to a maximum of x∗ = p + cS. Now consider the first period. If x∗ = p + cS in the second

period (i.e., λ = 1), then our restriction on δD means that, in the first period, D must be

accepting any offer (y, 1 − y) such that y ≥ q(1 − δD) + δD(p + cS), and saying no (rather

than fight) for any lower y. Since we have been assuming that δS ≥ δD, S chooses to offer

y∗ = q(1 − δD) + δD(p + cS) in the first period. Thus, there exist non-stationary SPE (in

which λ = 1) when δS ≥ δD in which, in Figure 6, the trend continues as δD moves from

medium to large, i.e., x∗ = p + cS and y∗ = q(1 − δD) + δD(p + cS) even when δD becomes

very large. Note that, in these equilibria, as δD → 1, the agreement reached approaches

p + cS, i.e., D gets all of the gains from avoiding war, regardless of who gets to make the

first proposal.

Now suppose that λ = 0 and δS = δD (the worse possible case for D). Then, in the

second period, D will propose x∗ = p − cD, and hence, in the first period, D’s acceptance

rule must be to accept any offer (y, 1− y) such that y ≥ p− cD, and fight (rather than say

no) for any lower y. Thus, S proposes y∗ = p − cD, and hence S gets all of the gains from

avoiding war.

Thus, when δS ≥ δD and S makes the first offer, the agreement reached in a non-stationary

SPE can range from a minimum (for D) of y∗ = p − cD (when λ = 0 and δS = δD) to a

maximum of y∗ = q(1− δD) + δD(p + cS) (when λ = 1; as δD → 1, this converges to p + cS).

We can generate additional non-stationary SPE. Suppose that in the model in which D

makes the first proposal, the two players begin using the strategies of Proposition 3 beginning

in the fourth period. Then, in the last stage of the third period, D can be choosing to fight

with any probability λ ∈ [0, 1]. We can continue to build non-stationary SPE like this. The
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key is to stipulate that the players eventually start using the strategies of Proposition 3 in

some period in which S makes an offer, and forever afterwards. In the last stage of the

period just before then, D can be choosing to fight with any probability λ ∈ [0, 1], and the

choice of λ uniquely determines what has to occur previous to that stage (i.e., everything

before then can be solved using backwards induction). Thus, we can create non-stationary

SPE for any value of λ and any number of non-stationary initial periods. Thus, we have

a folk-theorem type result when δ2
D ≥ (p−cD)−q

(p+cS)−q
(the binding condition of Proposition 3), in

which a whole lot of payoff combinations can be supported as SPE (these payoffs lie between

the upper and lower bounds identified earlier, since those bounds are determined by the most

and least favorable agreements that D can possibly get in the first period in which he makes

a proposal).

1.6 Proof of Proposition 5

We want to construct a PBE in which neither type of D rejects S’s initial offer in order to

make a counteroffer. Each type accepts all initial offers (y, 1 − y) such that y is at least as

great as its expected utility from war, and fights (rather than says no) if it gets a lower offer.

We also want that if the second period is reached (this is off-the-equilibrium path behavior),

the strategies of the players are such that agreement is reached on x∗ = p + cS, i.e., D gets

all of the gains from avoiding war. First note that if such an agreement were to be reached,

then S would be strictly best off passing rather than fighting if D says no to S’s initial offer,

i.e., 1−p−cS

1−δS
< (1 − q) + δS(1−x∗)

1−δS
. Then, for type cDl

to be fighting rather than saying no if

he gets a low initial offer, it must be that
p−cDl

1−δD
≥ q + δDx∗

1−δD
, or δD ≤ (p−cDl

)−q

(p+cS)−q
. This also

ensures that type cDl
cannot credibly reject any initial offer (y, 1− y) such that y ≥ p− cDl

.

Similarly, for type cDh
’s acceptance rule to be to accept any initial offer (y, 1− y) such that

y ≥ p−cDh
and go to war (rather than say no) for a lower y, it must be that

p−cDh

1−δD
≥ q+ δDx∗

1−δD
,

or δD ≤ (p−cDh
)−q

(p+cS)−q
. Since cDh

> cDl
, the latter is the binding restriction on δD.

Now we need to construct a PBE of the subgame beginning in the second period, which

is in never reached in equilibrium, in which agreement is reached on x∗ = p + cS. The

simplest way to do this is to stipulate that if this subgame is reached, S believes that it is

facing type cDl
(the low-cost, or highly resolved, type) with certainty (and that this belief
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never changes later on), and that S and type cDl
therefore use the complete information

strategies of Proposition 1, which are best responses to each other (note that we could also

stipulate that S believes she is facing type cDh
with certainty, and this belief never changes;

the argument below would require only minor modifications). This requires the binding

condition of Proposition 1 to hold (when D’s cost of war is cDl
), namely that δD ≤ (p−cDl

)−q

(p+cS)−q
,

which is already implied by our binding condition in the previous paragraph.

Now we need to construct a strategy (in this subgame) for type cDh
that is a best response

to S’s strategy (which is given by Proposition 1). Given S’s acceptance rule, type cDh
is

strictly best off proposing x∗ = p + cS whenever he makes a proposal. Now suppose S has

just made a low offer to type cDh
. We have just shown that if type cDh

says no, his optimal

continuation value is q + δDx∗
1−δD

(note that S’s strategy is to pass rather than fight if D says

no, and hence the next period will be reached). Given the upper bound on δD that we have

derived earlier, namely that δD ≤ (p−cDh
)−q

(p+cS)−q
, type cDh

’s payoff from war,
p−cDh

1−δD
, is greater

than this, and hence type cDh
’s acceptance rule must be to always accept any offer (y, 1− y)

such that y ≥ p − cDh
, and fight if he gets a lower offer. Finally, suppose S has said no to

type cDh
’s offer. Given S’s proposal and the acceptance rule we have just derived for type

cDh
, the latter’s continuation value for passing is q+

δD(p−cDl
)

1−δD
. Given the upper bound on δD

that we have derived earlier, namely that δD ≤ (p−cDh
)−q

(p+cS)−q
, type cDh

’s payoff from war,
p−cDh

1−δD
,

is strictly greater than this, and hence type cDh
must always be choosing to fight rather than

pass. This completes the description of type cDh
’s best response to S’s strategy.

All that remains is to specify the optimal offer that S makes in the first period of the

game. Given the acceptance rules of types cDl
and cDh

, S’s best response is either to make

the big offer y∗ = p− cDl
, which both types accept (and so war is avoided with certainty), or

to make the lower offer y∗ = p − cDh
, which only type cDh

accepts. Type cDl
rejects it and

goes to war. It is easy to see that no other proposal can be a best response. If 0 < s < 1

is the prior probability that D is of type cDl
, then making the big offer is a best response if

and only if
1−(p−cDl

)

1−δS
≥ s[1−p−cS

1−δS
] + (1− s)[

1−(p−cDh
)

1−δS
], or s ≥ cDh

−cDl

cDh
+cS

∈ (0, 1). Q.E.D.
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1.7 Proof of Proposition 6

This equilibrium is similar to the previous one in that, if the second period is reached,

agreement is reached on x∗ = p+cS. However, because we have stipulated in this proposition

that δD ≥ (p−cDh
)−q

(p+cS)−q
, in the first period, if type cDh

gets a low initial offer, he prefers to move

to the second period and get x∗ rather than fight. Thus, his acceptance rule in the first period

must be to accept any offer (y, 1−y) such that y
1−δD

≥ q+ δDx∗
1−δD

, or y ≥ q(1−δD)+δD(p+cS),

and say no (rather than fight) for any lower y. Because we have stipulated in this proposition

that δD ≤ (p−cDl
)−q

(p+cS)−q
, type cDl

prefers to go to war if he gets a low initial offer rather than

get x∗ in the next period, and so his acceptance must be to accept all initial offers (y, 1− y)

such that y ≥ p− cDl
, and go to war for any lower y. Because agreement will be reached on

x∗ in the next period, if D says no to S’s initial offer, S is strictly better off passing rather

than fighting.

If the second period is reached, we stipulate that S believes with certainty that she is

facing type cDh
, and this belief never changes. (If the second period is reached on-the-

equilibrium path, this belief follows from Bayes’ rule, and if it is reached off-the-equilibrium

path, we as the analyst stipulate that this is S’s belief, since Bayes’ rule does not apply.

This off-the-equilibrium path belief is quite reasonable, because type cDh
’s payoff from war

is lower and hence he is more likely to say no rather than go to war than type cDl
.) Since

we have stipulated in this proposition that
(p−cDh

)−q

(p+cS)−q
≤ δD ≤ (p−cDh

)−q

δD[(p+cS)−q]
, the conditions for

Proposition 2 are satisfied (when D is of type cDh
), and hence we stipulate that, beginning

in the second period, S and type cDh
play the strategies of Proposition 2, which are best

responses to each other. Because S is using the strategy of Proposition 2, agreement will

indeed be reached on x∗ = p+ cS, which we have been assuming. It is easy to construct type

cDl
’s best response to S’s strategy, in the subgame beginning in the second period.

All that remains is to determine S’s optimal offer in the first period. She can either

make the large offer y∗ = p − cDl
, which both types of D accept, or make a smaller offer

y ≤ q(1− δD) + δD(p + cS), which type cDl
rejects and goes to war. It is easy to see that no

other offer can be a best response. We know from our proof of Proposition 2 that if δS ≥ δD,

then if S prefers to make the small offer, she prefers to offer exactly y∗ = q(1−δD)+δD(p+cS),
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whereas if δS ≤ δD, then if S prefers to make the small offer, she prefers to offer some y < y∗,

so that agreement is reached on x∗ in the next period (if D turns out to be type cDh
). We

consider the two cases in turn.

If δS ≥ δD, then making the large offer y∗ = p − cDl
is a best response if and only if

1−(p−cDl
)

1−δS
≥ s[1−p−cS

1−δS
] + (1− s)[1−q(1−δD)−δD(p+cS)

1−δS
], or s ≥ (p−cDl

)−[q(1−δD)+δD(p+cS)]

(p+cS)−[q(1−δD)+δD(p+cS)]
∈ [0, 1).

If δS ≤ δD, then making the large offer y∗ = p − cDl
is a best response if and only if

1−(p−cDl
)

1−δS
≥ s[1−p−cS

1−δS
] + (1 − s)[(1 − q) + δS(1−x∗)

1−δS
], or s ≥ (p−cDl

)−[q(1−δS)+δS(p+cS)]

(p+cS)−[q(1−δS)+δS(p+cS)]
∈ [0, 1).

Q.E.D.

1.8 Proof of Proposition 7

We want to construct a risk-return tradeoff equilibrium even when δD is high. That is, type

cDl
goes to war rather than saying no if he gets a low initial offer. We stipulate that if

the second period is reached, S believes that it is facing type cDh
with certainty (on-the-

equilibrium path, this will follow from Bayes’ rule, and off-the-equilibrium path, this is a

reasonable stipulation, for the same reason as in the previous proof), and that this belief

never changes. Therefore, since we want to allow δD to be high, we stipulate that in the

subgame beginning in the second period, S and type cDh
use the strategies of Proposition

3, which are best responses to each other if δD ≥ (p−cDh
)−q

δD[(p+cS)−q]
, which we therefore stipulate

to hold in this proposition. Therefore, we know from the proof of Proposition 3 that type

cDh
’s acceptance rule in the first period is optimal, given that he expects agreement to be

reached on x∗ =
(p−cDh

)−q(1−δ2
D)

δ2
D

if the second period is reached.

Now consider type cDl
’s behavior in the first period. He knows that if the second period

is reached, S adopts the strategy of Proposition 3, treating D as if he is of type cDh
(since

S believes this with certainty). What is type cDl
’s best response to this (in the subgame

beginning in the second period)? It is either to propose x∗ =
(p−cDh

)−q(1−δ2
D)

δ2
D

, or to propose

some x > x∗ which S rejects, and then go to war. (Since type cDh
is indifferent between

passing and fighting if S rejects D’s offer in the second period, type cDl
, whose payoff from

war is strictly higher, strictly prefers to fight rather than pass.) He prefers to offer x∗ if

x∗
1−δD

≥ p−cDl

1−δD
, or δD ≤ (p−cDh

)−q

δD[(p−cDl
)−q]

. On the other hand, if δD ≥ (p−cDh
)−q

δD[(p−cDl
)−q]

, then cDl
prefers

15



to instigate war in the second period rather than offer x∗.

Note that
(p−cDh

)−q

δD[(p−cDl
)−q]

>
(p−cDh

)−q

δD[(p+cS)−q]
. Therefore, suppose that δD ≥ (p−cDh

)−q

δD[(p−cDl
)−q]

, so

that cDl
is best off instigating war in the subgame beginning in the second period. He is

strictly better off going to war in the first period than in the second period, and therefore his

acceptance rule in the first period is fine. Now suppose that
(p−cDh

)−q

δD[(p−cDl
)−q]

≥ δD ≥ (p−cDh
)−q

δD[(p+cS)−q]
,

so that cDl
is best off proposing x∗ in the subgame beginning in the second period. Then,

cDl
’s acceptance rule in the first period is fine as long as

p−cDl

1−δD
≥ q + δDx∗

1−δD
, or δD ≥ (p−cDh

)−q

(p−cDl
)−q

.

Therefore, as long as δD ≥ max{ (p−cDh
)−q

δD[(p+cS)−q]
,

(p−cDh
)−q

(p−cDl
)−q
}, type cDl

’s acceptance rule in the

first period is fine, and therefore we stipulate this to hold in this proposition.

Note that, if D says no to S’s initial offer, the proof of Proposition 3 shows that S is

strictly better off passing rather than fighting, since she expects agreement to be reached on

x∗ in the next period.

All that remains is to determine S’s optimal offer in the first period. She can either

make the large offer y∗ = p − cDl
, which both types of D accept, or make a smaller offer

y ≤ (p−cDh
)−q(1−δD)

δD
, which type cDl

rejects and goes to war. It is easy to see that no other

offer can be a best response. We know from the proof of Proposition 3 that if δS ≥ δD, then

if S prefers to make the small offer, she prefers to offer exactly y∗ =
(p−cDh

)−q(1−δD)

δD
, whereas

if δS ≤ δD, then if S prefers to make the small offer, she prefers to offer some y < y∗, so that

agreement is reached on x∗ in the next period (if D turns out to be type cDh
). We consider

the two cases in turn.

If δS ≥ δD, then making the large offer y∗ = p − cDl
is a best response if and only if

1−(p−cDl
)

1−δS
≥ s[1−p−cS

1−δS
] + (1− s)[

1− (p−cDh
)−q(1−δD)

δD

1−δS
], or s ≥ [q(1−δD)+δD(p−cDl

)]−(p−cDh
)

[q(1−δD)+δD(p+cS)]−(p−cDh
)
∈ [0, 1).

If δS ≤ δD, then making the large offer y∗ = p − cDl
is a best response if and only if

1−(p−cDl
)

1−δS
≥ s[1−p−cS

1−δS
] + (1 − s)[(1 − q) + δS(1−x∗)

1−δS
], or s ≥ δ2

D[(p−cDl
)−q]−δS [(p−cDh

)−q]

δ2
D[(p+cS)−q]−δS [(p−cDh

)−q]
∈ [0, 1).

Q.E.D.

1.9 Proof of Proposition 8

We want to construct a PBE in which agreement is reached on x∗ = p + cS if the second

period is reached, and in which both types of D make counteroffers rather than go to war if
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S’s initial offer is too small. The natural way to do this is to use the results of Proposition

2, in which agreement is reached on x∗ = p + cS whenever D makes a proposal, and D

says no rather than fights, if S makes a small offer. The stipulation in this proposition that
(p−cDl

)−q

(p+cS)−q
≤ δD ≤ (p−cDh

)−q

δD[(p+cS)−q]
means that the conditions of Proposition 2 hold for both types

of D, i.e., it means that
(p−cDl

)−q

(p+cS)−q
≤ δD ≤ (p−cDl

)−q

δD[(p+cS)−q]
and

(p−cDh
)−q

(p+cS)−q
≤ δD ≤ (p−cDh

)−q

δD[(p+cS)−q]
.

Thus, we simply specify that, beginning from the very first period and continuing forever

after, both types of D use the strategy of Proposition 2. Note that this strategy does

not depend on D’s cost of war in any way, and hence both types are adopting identical

strategies. Since they are adopting identical strategies, S’s best response is to adopt the

strategy of Proposition 2, regardless of the value of s. And, given that S is adopting the

strategy of Proposition 2, the best response of both types of D is to use the strategy of

Proposition 2.

If the second period is reached on-the-equilibrium path, S’s belief will remain at s, by

Bayes’ rule. If it is reached off-the-equilibrium path, then we specify that S’s belief can be

anything, and that S as well as both types of D continue to use the strategies of Proposition

2. If the third period is reached (this can only happen off-the-equilibrium path, since both

types of D fight if S rejects D’s offer in the second period), then the belief can be anything,

and everyone continues to use the strategies of Proposition 2, and so on. Q.E.D.

1.10 Proof of Proposition 9

We want to construct a PBE in which both type of D make counteroffers rather than fight, if

S’s initial offer is too small, and in which δD can be very high. Because we want to allow δD

to be high, we use the results of Proposition 3. In particular, we stipulate that if the third

period is reached (it will turn out that this can only happen off-the-equilibrium path), then S

believes with certainty that she is facing type cDh
(which, as we have been discussing earlier,

is a sensible belief), and this belief never changes. Thus, we stipulate that, beginning in the

third period, S and cDh
use the strategies of Proposition 3 (with S treating D as though it

is type cDh
with certainty), which are best responses to each other if δD ≥ (p−cDh

)−q

δD[(p+cS)−q]
, which

we therefore stipulate to hold in this proposition. Type cDl
’s best response to S’s strategy
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is easy to construct.

Now consider the last decision node of the second period, in which D has to decide

whether to pass or fight. We know from Proposition 3 that type cDh
is indifferent between

fighting and passing, since he expects his payoff from Proposition 3 to be obtained in the

next period. Since he is indifferent, we stipulate that he chooses to fight with certainty (as

opposed to fighting with probability β, as in Proposition 3). Since cDh
is indifferent, type

cDl
, whose payoff from war is strictly higher, strictly prefers to fight. Therefore, since both

types of D are choosing to fight if S rejects D’s offer in the second period, S’s acceptance rule

in the second period must be to accept any offer (x, 1− x) such that x ≤ p + cS, regardless

of what her belief about D’s type is at that point. Therefore, both types of D are strictly

best off proposing x∗ = p + cS in the second period.

Now consider the first period. Our previously derived stipulation that δD ≥ (p−cDh
)−q

δD[(p+cS)−q]

ensures that type cDh
strictly prefers to say no (and get x∗ in the next period) rather than

fight if S’s initial offer is too small, and therefore cDh
’s acceptance rule in the first period

is fine. Type cDl
prefers to say no and obtain x∗ in the next period rather than fight if S’s

initial offer is too low as long as δD ≥ (p−cDl
)−q

(p+cS)−q
, which we therefore stipulate to hold in this

proposition, and hence cDl
’s acceptance rule in the first period is fine. The last thing to note

is that if D says no to S’s initial offer, S is strictly better of passing rather than fighting,

since she expects agreement to be reached on x∗ in the next period. Q.E.D.
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