This article discusses the value and limitations of game theory’s use in the social sciences. The
role of game theory is discussed and contrasted with exaggerated expectations of the subjecl
The importance of a modeling dialogue between theorists and empiricists is reviewed. The basic
limitations of game theory are discussed, including the rationality and intelligence assumptions
and the problem of muliple equilibria. The appropriate interpretation of randomized cquilibria
is tllustrated.
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THE ROLE OF GAME THEORY AND OTHER EXPECTATIONS

We begin with a rccognition that behavior responds to incentives.' That
is, cconomists and other rational choice theorists try to predict and understand
people’s behavior by assuming that they are motivated by the anticipated
consequences of their actions. But what if cach person anticipates that the
mapping from his actions to conscquences will also depend on other people’s
actions? Then cach person’s incentives depend on other people’s behavior,
which in turn should depend on their incentives. In such situations, the
behavior and incentives of different people must be seen as an interdependent
system. Such intcrdependent incentive systems can become quitec compli-
cated, and so we nced a special conceptual structure for organizing our
thinking about them and predicting their cffects. Game theory is this concep-
tual structurc.

Since von Neumann and Morgenstern (1944) published their scminal
book, the promisc of game theory has gencrated great excitement. Game
theory provides a fundamental and systematic way of thinking about ques-
tions that concern all of the social sciences. If the methods of game theory
scem esoteric to the uninitiated, that perception can lcad to even higher
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3 ~ estimates of its power. But high expectations may be followed by disappoint-

- et g

g ment when therc is a perception of promises unfulfilled. Such disappointment
* has becn cxpressed in the articles by Gordon Tullock (1992) and Michael

Hechter (1992) in this issue of Rationality and Society.

Somc authors almost scem disappointed that game theory is not omnipo-

tent. Tullock belicves that game theorists could not have helped Nelson with
strategic advice on the morning of the battle of Trafalgar, and he suggests
that this is a failurc of game thcory. | also doubt that anyonc who has spent
his life studying applicd mathematics could have recommended a better battle
plan to an admiral with a lifctime of expericnce in naval warfare. 1 would
also doubt that a thcorctical physicist could have significantly helped
Michelangclo on the day when he began work on his David. But 1 believe
that students of sculpturc can benefit from studying something about the
physics of materials, and young naval officers can benefit from a study of
game theory. In cach casc, the academic discipline provides a vocabulary and
a conceptual structure for organizing and lcarning from subscquent experi-
ences. I belicve that the chances of a young naval cadet becoming a great
tactician likc Nclson would be enhanced by including some study of game
theory in naval college curriculum.
Similarly, Hechter (1992) complains that game theorists have not yet been
ablc to provide a robust basis for the solution of collective action problems.
This would be a failure of game thcory only if there were a robust basis for
achieving Pareto-cfficiency in all collective action problems, which game
theorists have somehow overlooked. In this patently imperfect world, a
model should not be considered invalid merely because it predicts some
Pareto-incfficiency. Indeced, it may be a great success of game theory that it
helps us to understand the failures of cooperative behavior.

Tullock (1992) says, “The end result is not that the cffort in game thcory
was totally wasted becausc it clearly has improved our understanding of a lot
of problems even if it has solved few” (p. 31). It is ungenerous to say only
that the effort in an academic discipline is “not totally wasted” because it
merely incrcases understanding without definitively solving major real-
world problems. There are few branches of social science that could defend
a long list of definitive solutions to significant practical problems.

THE IMPORTANCE OF A DIALOGUE ABOUT MODELING

Certainly, it is fair to ask scholars to try to go beyond academic under-
standing and actually contribute something to the solution of social problems.
We must recognize, however, that no analytical discipline can solve real
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social problems unless it is complemented by a modeling dialoguc or
sensitivity analysis. Critics of gamc theory can undcrestimate its practical
valuc if they look for solutions to real problems without a modeling dialogue.
By a modeling dialogue, I mcan a process in which theorists and cmpiri-
cists work together interactively on the difficult task of finding tractable
modecls that capture and clarify the important aspects of real situations. An
analytical disciplinc provides both a vocabulary for defining models and
procedures for gencerating predictions from these models. The predictions
from these models are the theoretical output that empiricists need to guide
their scarch for patterns in cmpirical data. However, there is never a clear
answer to the question of which model best represents a given real situation,
and so cmpiricists must help thcorists to refinc and cxtend their models. No
conceptual framework can give us tractably simple models that fully repre-
sent cvery relevant fact that is known about compicex real-life situations. To
do any kind of analysis, bc it game-theorctic or sociological or cveryday
verbal analysis, we must make some simplifying assumptions at the modcling
stage. Thesc simplifying assumptions must be tested and challenged in a
modcling dialoguc. We must constantly comparc the predictions of our
simplc modcls with what we know about the real world and ask whether the
appropriate simplifications have been made. We should challenge cach other
with different models and compare their predictions.
As we debatc the validity of a model, however, we should also remember
that a useful modcl docs not have to be a picture of an entire situation. In
scientific practice, theoretical models arc usually not intended to represent
cntire situations but arc only intended to describe certain rclationships within
these situations. For cxample, supposc that we have a conjecture that the price
in a market will decreasc as the number of suppliers increascs. To analytically
cvaluate this conjecture, we construct some models, cach of which must
include variables for “the number of supplicrs” and “the price.” Our conjec-
ture might be truc (price does decreasc as the number of supplicrs increascs)
in some of our modcls, while it might be falsc in other models. In this casc,
when we ask which of these models are most accurate, we only need to ask
about thc qualitative validity of the factors in the model that actually
determinc the relationship between the number of supplicrs and the price. In
constructing a good model, we can simplify, distort, or ¢ven ignore factors
that arc not rclevant to the relationship that interests us. When an cmpiricist
objects to our distorting or ignoring these factors, we can defend the validity
of our model for the purposc of probing this rclationship if we can show that
taking these factors correctly into account would not change our conclusions
about this rclationship.
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.AI.I analytical discipline cffectively allows us to redefine the process of
th1.nk1{1g about the world asa process of building and comparing models. This
point is implicit in the article by Aaron Wildavsky (1992 [this issue]), who
sees a tension between individualists and collectivists expressed in a co;llrast
between the models that they study. Of course, the fact that different pcople
prefer different models does not imply that the different models arc being
use.d.only for propagandistic purposcs. When people advocate diffcrent
policies but share an analytical mcthodology, comparing the models that lead
then:n to their respective policy conclusions may help to clarify the cssential
basis of their disagreement. That is, an argument over policics may become
c!carcr by converting it into an argument over the relative accuracy of
diffcrent models.

Sf” a critic should not dismiss game theory’s practical utility merely by
looking at what it docs with onc model. Criticism of one model should be
only the first step in a modcling dialoguc. To illustrate, let us now consider
Tullocl.('s (1992) discussion of the mode] of Hillman and Samet (1987). This
modclAls an auction game, in which two bidders simultaneously submit bids
for a fixed prize of $100. The high bidder gets the prize, but both bidders
must pay their bids in this auction, Assuming that bidders want to maximizc
t:xpcc'tcd monctary profit, Hillman and Samet find a randomized cquilibrium
in w.hlch cach playcr independently chooses his bid randomly according to
a uniform distribution over the interval from $0 to $100.

' Tu!lock criticizes this model by saying that it neglects the fact that in real
life, bidders may be concerned about competing with each other in morc than
one such auction and cach bidder may hope that the other could be forced to
withdraw from subsequent auctions if his capital is cxhausted by carly losses
Tul!oc!( is wrong to suggest that the limitations of one model are proof of th(;
limitations of game theory because we can casily construct morc sophisti-
catefi game modcls that take these factors (limited funds and subsequent
auctions) into account. For a very simple such model, suppose that there will
bca sequence of two such auctions, cach for a prize of $100, and each bidder
:slarls with a limited initial endowment of $100. Supposc also that both bids
in the first auction wil] be publicly known when the sccond auction is held
jI'hen therc is a subgame-perfect cquilibrium in which both bidders bid $106
in the first auction and the winner (randomly chosen from the two tied
bidders) takes the sccond prize for an infinitesimal bid. The analysis of this
mod'cl tends to confirm Tullock’s intuition that these factors (subsequent
auctions and limited funds) may tend to increase bids in the initial auction.

Iam sure that Tullock could find other factors that arc omitted by my new
model and are significant in the real-world situations that concern him. There
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may be more than two auctions; the number of auctions may be unccrtain;
cach bidder may be uncertain about the initial capital available to his
opponent; bids might not be made public; bidders may be risk averse; and so
on. Game-theoretic models can be constructed to take account of any or all
of these factors, if they arc judged to be significant clements of the real
situation. Of course, the analysis of our model will become morc difficult as
the model becomes complicated by the need to take account of more factors.
Rather than try to analyze onc complicatcd model that takes account of all
of these factors, it might be better to consider a scquence of simpler modcls,
cach of which serves to illustrate the potential impact of onc or two of these
factors. The power of game theory to improve our understanding of the given
real situation is revealed only after we have worked through such a modcling

dialogue.

THE LIMITATIONS OF GAME THEORY

In a modeling dialoguc, the scope of game theory itself is challenged only
when a critic calls for consideration of a factor that is intrinsically impossible
to represent in a game-theoretic model. Like any other discipline, game
theory is intrinsically restricted by its fundamental assumptions. The most
important of thesc assumptions are rationality of agents and common knowl-
edge of the model. Game theory is also limited in its predictive power when
there arc multiplc cquilibria. Eachof these limitations merits some discussion
here.

Rational utility maximization has been compellingly derived from axioms
of consistency in decision making. Unfortunately, there is much experimental
evidence that people often violate these axioms in real life. So rational choice
models cannot be taken as the last definitive word in describing human
behavior. However, if we want to do social analysis, it is not cnough to reject
the rationality assumption. We would nced to replace it with some other
disciplined way of charactcrizing human behavior, and other known bchav-
ioral disciplines have their own shortcomings.

For cxample, we might contrast rational choice modecls, which assume
that behavior is determined by the anticipated conscquences of actions, with
perceptual stimulus-response modcls, which assume that behavior is deter-
mined by the perceptual antecedents of the action and comparable prior
expericnces. Rational choice and stimulus-responsce modecls offer different
and complementary insights into human behavior, but cach has significant
limitations. For example, the stimulus-responsc approach would not be very
uscful for predicting how a change in the rules of a scaled-bid auction (say,
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changing from a first-pricc auction to a second-price auction) would affect
the bids submitted, because each bidder’s perceptual environment is almost
unaffected by the change. (In either case, he will sit at the same typewriter
to compose a bid on a shect of paper that looks essentially the same.) Thus
'whcn we arc trying to understand how human behavior responds to chan cs,
inthe way that matcrial conscquences depend on actions, we need somethign
more hk(? rational choice modcling. In view of the normative appcal of thi
weal'( I'.Eillopalily axioms, it scems quitc rcasonablc to take rational utility
:;ifllg:,l::.lmn as a good first approximation to human bechavior in such
The sccond crucial assumption of game theory is that the model is
common knowledge among the players. This assumption can itself be derived
from a more fundamental assumption that the players arc intelligent. When
we say that players arc intelligent, we mean that cach player knows ;\( léast
as much about the game as we, the social scicntists, who arc studying the
gamc (sec Myc.:rson 1991). So whatever modecl we study, if it is supposed to
!>c an appropriate model of the situation, then we must assume that cach
intelligent playcr knows that this is an appropriate model of their situation
Then, because we know that they all know our model, cach player must ;119(;
know that they all know our model. However, to avoid the assumption t};at
we know anything morc about thc game than do the players themselves, we
must assumc that cvery player knows that every player knows that . . c:/cr
Pla);(]:.r knows our model of the situation. That is, a respect for the piaycrsx
:;ch;f;::: Icads us to assume that our model is common knowledge among
‘ The requirement that the players know all the information that we specify
in the game model does not imply that players have no uncertainty about each
other. A game model may specify that cach player privatcly obscrves a
'random variable for which the model docs not specify the actual value, onl
its range of possible values and its probability distribution. In this wa;' ou);
game m(?dcl can take account of cach player’s uncertainty about ot,hcrs
players” information. Following Harsanyi (1967-68), the random variable
that rcpn?scnts aplayer’s private information may be called his type. Mcrtens
and Zamir (1985) showed that, in principle, the players’ scts of possible types
can alwtays be made large cnough for the model to represent all relevant
unccrtainty that players may have about each other. However, modelin
grcatcr uncertainty requires larger sets of possible types wh;ch reatlg
increases the complexity of the model. ’ o
The third factor that limits the power of garﬁc theory is the fact that the
sct of equilibria (or other solutions), which forms the predictive output of
game-theoretic analysis, may be quite large for some games. When a game
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has multiple cquilibria, anything that focuses the players’ attention on one
equilibrium may make them expect it and hence fulfill it as a sclf-fulfilling
prophecy (see Schelling 1960). But the question of what factors will most
attract and focus people’s attention is a cultural or psychological question.
Thus, within its own terms, game theory calls for complementary analysis
from psychological and sociological disciplines, in analysis of this focal point
cffect for games with multiple cquilibria. That is, when there are multiple
cquilibria, predicting the focal cquilibrium that will be played may take us
beyond the economic analysis of incentives and into the domain of social
psychology and cultural anthropology. Such a conclusion should not be
surprising, however, other than to people who belicve in purc economic
determinism. Indeed, the focal-point effect may be seen as a way that gamc
theory can offer perspectives and new rescarch agendas for psychological
and anthropological rescarch.

The focal point effect Icads me to disagree with Wildavsky (1992) when
hc says, “As a very crude first approximation, one might think of culturc as
being implicit in a model’s payoffs” (p. 12). 1 think of culture as being
cxpressed in the way that cquilibria are sclected in games that have multipic
equilibria. At the very lcast, we should distinguish two very diffcrent roles
for culture: (1) influencing how people’s utility payoffs (which arc expressed
in the game model) arc derived from material outcomes and (2) influcncing
how focal equilibrium expectations are determined (after the preference
structure of the game has been specificd and a large sct of multiple cquilibria
has been found).

For example, let us follow Wildavsky and imagine a repeated Prisoner’s
Dilemma game in which the police regularly arrest the same pair of suspects
and accuse them of joint crimes that arc punishable by up to six days in jail.
Afteran arrest, cach suspect has an opportunity to confess, which will reduce
his expected jail term by one day but will add five days to the other suspect’s

- expected jail term. There arc many equilibria of this repeated Prisoncr’s
Dilemma game: the cooperative tit-for-tat cquilibrium, the always-confcss
cquilibrium, and so on. Wc should cxpect that the cquilibrium that the
suspects actually play will depend on their cultural perceptions, for cxample,
on whether they view themselves as comrades or rivals. If the suspects are
frequently innocent and their guilt or innocence is always common knowl-
edge among them, then there is even an equilibrium in which they play
cooperative tit-for-tat in the sct of arrests where they arc innocent, but they
always confess in the arrests where they are guilty. Much faith in our legal
system may be bascd on a cultural idcology that the players should focus on
equilibria like this one.
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AN EXAMPLE WITH A RANDOMIZED EQUILIBRIUM

am’(l:'ol:)clllpus’t‘ra(c. these ideas, consider the first example discussed in Tullock’s
o la. ollowing Tullock'(1992), Ict us suppose that the monctary payoffs
players 1 and 2 respectively depend on their actions as follows:

Player 2’s action:
Player 1’s action: C $5 éSS SSB $5
D -$1, $1 SI:—$I

:’flz:t;lziz:::nf:rry payc[))ffs can be identified with utility payoffs (that is, if the
' risk neutral), then this game has a unique randomi ilibri

in which player 1 chooses C with ili e player 3 oo

robabilit i
honch player probaniig 12 p ility 1/6 and player 2 independently
Cas:lop\;/:;:rr,‘T;Llolcdk objrccts that the playcrs arc probably risk aversc. In this
, C uld prefer a 50-50 gamble between —$1 and ;

gamble between —$5 and +$5, and so ’ e 102 e
. s player 1’s best response to 2°

ized strategy would be to choose D fi g Bament ts o

rale or surc. Of course, this argument is no
. ’ t
an g‘b]c(_:tlon to game theory per sc but is only a call for a second model. j
which risk aversion is taken into account a
T . . :
“nca(: ll:‘c‘l:;: tl;mgs simple, let us supposc that the each player has essentially
thity lor monetary payoffs betwcen ~$1 and $5, but risk aversion may
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substantially decrease his utility for —$5. So, whf:r? we translate payoff:llr:rll(;
a proper von Ncumann-Morgenstern (1944) utility scale, we may g
following representation:

Player 2’s action:

) X, 5
Player 1's action: C 5.y )
D -1,1 )

where x is player 1’s utility for —$5 and y is player 2’s.utility f(')r —$51. Rlscl:
aversion implies that x < =5 and y < -5. Of course, thxs game is no long
zero sum, but modern game theory does not require any restriction to

-sum gamcs. . . -
ch’:)[ X an(%y arc common knowledge, then this game has a unique randc’)md
ized equilibrium in which player 1 chooscs C v.v.ilh probability 2/(7.-y) fhna[
playér 2 independently chooses A with probability (1-x)/(7-x). Notlcdelhc
thesc probabilities arc 1/6 and 1/2, respectively, then X = :’.lecy;;\?hc pai);

i to —. For any

roach 0 and 1, respectively, as x and y go 0. F \
:(j)l()py) the cquilibrium leaves cach player exactl){ indiffcrent between l'us t\To
og;lio;ls so that he is willing to leave his decision to chance. For example,

when x = =7.5,

_ . -7.5)=-.1724,
1-X)/(7-x))(5) + (6/(7-x))(x) = .5862(5) +.4138(-7 =
gl-:)/ﬁ-x))(—l) +(6/(7-x))(1) = .5862(-1) + .4138(1) = —.1724,

so player 1 gets the same cxpected utilil)j from C as from D in C(};lg;::al::e
Notice that his expected monctary p?yof/f\ 1tshgrte‘at(;r1 ir::n:hc;hno?/s;)lgbm ecause
ability of choosing at is , .
f,sl ?Ilseor zrzztsc? El(l)(l)': choo)s,ing C. Playcr. 1’s risk av'ersign,.as cxprc;sz:i( bycthel;
utility function, is such that these dlffercn.ccs' in riskincss an Cl::,d[)
monctary valuc exactly cancel out and lcave h|m. 1-nd{£fcrcnl bc':lwcen .
So, player 1 is willing to randomize as the equilibrium requires. Lo itk
However, risk aversion is a matter of pcrsor.lal preferences, anh s? oy
very likely that the players have some uncertainty about each ot ertisma(e
aversion. As Tullock (1992) says, “Each party mus% now make an e; mate
of the utility value of the other, and there is not the sllghtes.t rca§ont:o e ove
that these estimates would be highly accurate” (p. 27). Agal'n, this ((1) ls'cn::hich
is not an objcction to game theory but is only a call for a third modcl in
i ainty is taken into account.
lhlssznliit:lzz););)osc that x and y arc random variables and, when l:u):( g;::i
is played, player 1 knows x but not y, and player 2 knows y but not x.
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is, cach playcr knows his own utility for —$5 but is uncertain about the other
player’s utility for —$5. To characterize each player’s beliefs about the other
player’s type, let us suppose that x and y are independently drawn from a
uniform distribution over the interval from-5to
a unique cquilibrium in which each player cho
his private information as follows:

—10. The resulting game has
oses his action depending on

Player 1 chooses C if x > -5.683.
Player 1 chooses D if x < ~5.683,
Player 2 chooses A if y >-7.635.
Player 2 chooses B ify <-7.635.

In this cquilibrium, the probability of player 1 choosing C is (-5 - -5.683)/
(-5 - ~10) = .1366, and the probability of player 2 choosing A is (-5 —
=7.635)/(-5 — ~10) = .5269. For comparison, in our earlier (second) model
where x and y are assumed to be common knowledge, if x and y are both
equal to -7.5 (the expected value of the uniform distribution on the interval
from -5 to ~10), then the probabilitics of C and A arc respectively .1379 and
5862 in equilibrium. So, the transition to a model
uncertain about cach other’s risk aversion
equilibrium probabilities of cach action.

Notice that in the equilibrium of this third modecl, cach player is almost
sure to have a unique best action, given the anticipated equilibrium strategy
of his opponent. When player 1 expects player 2 to use the equilibrium
strategy described ecarlicr, then playcr 1’s expected utility from cach action
depends on x as follows: Player 1°s expected utility from C is .5269(5) +
4731(x) = 2.6345 + 4731x, and player 1’s cxpected utility from D is
5269(-1) + .4731(1) = —.0538. Notice that if X > ~5.683, then 2.6345 +
4731x > -.0538 and so player 1 would strictly prefer C, but if x < -5.683,
then 2.6345 + .4731x < ~.0538 and so 1 would strictly prefer D. Thus, in
equilibrium, player 1 is never indifferent between his two options (except in
the zero-probability cvent that his type is cxactly the cut point -5.683), and
that player 1 always uscs the option that he strictly prefers.

Laypersons arc often confused about how game theorists interpret ran-
domized strategics. Tullock (1992) wonders about an “apparent fecling that
playing a mixed strategy and actually throwing the dice somehow or other
reduces your risk” (p. 30). This feeling is not apparent to me in the game
theory literature, and I am not aware of any game theorist who advocates
randomized equilibria for risk-reduction reasons. Tullock also worrics about
the fact that players have no strict incentive to follow their randomized

in which players are
docs not greatly change the



72 'RATIONALITY AND SOCIETY

strategics. The responsc to this concem is a generalization of the last result
that we saw in the third model.

There is nothing in the logic of randomized equilibria that requires a player
to base his decision on the toss of a die or the spin of a roulettec wheel. The
only logical requircment is that each randomizing player should base his
decision on factors that the other players cannot observe. If our simple game
model cxplicitly included cvery relevant factor in a real situation, then
implicit unobservable factors that determine a player’s move would have to
be irrclevant, like dice and roulette wheels. When we think about rcal
situations, however, this conclusion is almost always wrong becausc the
premisc that the simple game model includes every relevant factor in the real
situation is wrong. As Harsanyi (1973) observed, players always have at lcast
some minor uncertainty about each other’s preferences. If a playcr has some
minor information about his own payoffs that no onc elsc knows, he can
gencrally expect to do better by basing his decision on this payoff-rclcvant
information than on a totally payoff-irrelevant toss of a dic.

So, when 1 find a randomized cquilibrium in a simple game model, I
should interpret the randomization as a prediction that cach player will base
his decision on factors that he observes privately and that influcnce his utility
payoff but were omitted from our simplificd model presumably because they
had only minor influcnce on payoffs. The fact that many games have only
randomized cquilibria tells us that cxamples of such dependence on minor
private information may be quite abundant. That is, there arc many situations
in which we should expect players to basc their actions on their private
information in such a way that (1) players have substantial uncertainty about
cach other’s moves, (2) cach player's uncertainty about the others makes him
almost indifferent among some of his own possible movcs, and so (3) his
optimal decision will depend on minor factors that only he can obscrve. When
these privately obscrved minor factors are made cxplicit in our game model,
as in the transition from the second model to the third model given carlier,
then the randomized equilibrium becomes a purc-strategy cquilibrium in
which cach player chooses a uniquely optimal move that depends on his
privately known type.

NOTE

1. The initial semtence of this article is based on Paul Milgrom’s succinct summary of the
essential insight that underlies most economic reasoning.
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