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Introduction

Preparation for war does not make war inevitable. On the contrary, pntighreparation
for war, accompanied by a wise policy, provides a guarantee that wanailbreak out
except for the gravest of reasons.

Count Sergei I. Witte

Military power is what gets one’s voice heard in world affairs. &@irey and maintaining
armed forces is among the costliest undertakings for a nation shdneir employment
in hostilities. Even a casual glance at history reveals thattewer their defensive role is,
armed forces are often used to menace others. More often than nodréheyed indirectly,
as an implicit or explicit presence in the background of negjiotns, rather than directly in
fighting.! States frequently find themselves on the opposite sides ofitéis@nd in their
attempts to wrangle concessions out of each other, they soswetesort to military threats.
The threat to use force can be verbal without any overt preparatido &, or physical
with all the measures—putting forces on alert, recalling reseruisobilizing, dispatching
the navy, deploying troops—required for its actual use. Thegsipdl measures, which |
collectively refer to asnilitary movesdo not have to be accompanied by an explicit warning.
They are so menacing that the threat of hostile intent is intjplitheir use. Sometimes these
moves are nothing but necessary steps on the road to war. But fiemetbey are intended
as a warning that war may come unless the adversary accedess@emands. War, with
its enormous costs, pain, and risks, is not something to bewgaated lightly. But there are
things worse than war and common sense dictates what hist@glseeven state leaders
who are averse to war can deliberately risk it to convince othdoemnal to their wishes.

It is the function of military moves as instruments to induce iesbehavior in others
rather than their proper application in the deadly arts of destm that interests me. This
is a book on military coercion. It is a study of how military threatsm be employed in
the pursuit of political goals. For a military threat to succesd coercive device, it has to
accomplish two objectives: (a) it has to persuade the oppdhanbne is sufficiently likely
to resort to violence if one’s demands are not met, and (b) it hastter fighting sufficiently
unpleasant for the opponent relative to the concessions diadaiVhat makes military
threats effective? Why might they fail even if they are belide@bd/Nhy would an actor
forego the possibilities of militarized diplomacy and opt fomargstead? How are military
threats different from other instruments of coercion? These areeditipns | address in this

1 Goldhamer (1979, 9); Karsten et al. (1984, 3-5); Naroll eti®7¢, 1-2); Schelling (1966); Blechman and
Kaplan (1978); Young (1968).
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book. Although my interest is primarily theoretical, | will draypen numerous historical
cases to motivate the research and illustrate the logic of d#nfjys.

The fundamental result is that military threats can be very effettiols of coercion. They
can establish intent to wage war and can communicate thgbfite opponent in a way that
he will believe it. Military threats can even reduce the likelild that the confrontation will
end in war relative to other coercive instruments. Unfortunatkse threats also tend to be
expensive, especially if their intent is to coerce the opporegher than wage war. Whereas
this may discourage their use and thereby reduce the chancemitifaaized dispute, it
may also convince leaders that it is easier to settle the magtéorce instead of trying to
coerce the opponent with threats. This makes war more likelyuadérscores the need to
distinguish between military moves that are a prelude to warttlansk that are designed to
influence the opponent’s behavior. These, as Count Wittergbd, are not quite the same
even though may take similar outward appearafces.

The findings have implications for international relationsotiyeand policy. On the theo-
retical side, the results contradict a long tradition of arguiived nations with more powerful
militaries tend to get their way more often than others but at &s¢ of having to risk war
more often too. This may be so for non-military instruments but noniditary threats.
Through the judicious use of military threats, powerful statessecure better peaceful out-
comes and lower the risk of war. Their task can be made moreudiffichey misperceive
the magnitude of the stakes for their opponent. Their overdenfie may prove to be their
undoing if they fail to muster the resources necessary to coedmesimined adversary.
However, even if they are pessimistic, their actions may makemore likely because they
mistakenly believe that it would take too much effort to coehmedpponent and opt for war
instead. In fact, the finding that the overall danger of war islisted through the distribu-
tion of interests can help explain why attempts to link it dieto the distribution of power
have generally failed. The likelihood of war depends on thergxo which one is prepared
to use military threats to deter challenges to peace and caopeéssions without fighting.
The price of peace may be military establishments that are tosttlycand unused. These
armed forces are not useless for their employment is indirect lvettieless crucial.

I am more reluctant to draw conclusions with policy implicatidrecause no one is more
acutely aware of the shortcomings of my theories than | am. Hewewven | cannot resist
a couple of observations. Despite the attractiveness of th&rpiinstrument as a tool for
coercion, one cannot have militarized coercion on the cheapb@ai diplomacy is unlikely
to work unless it represents firepower that can make a difference awtmal engagement.
In other words, military threats cannot be token in characteray thre to succeed. They
are not a cheap way for the powerful to throw their weight around. diy faealthier and
more powerful nations may have to engage in relatively more aggedsshavior in order
to make their threats stick. They may have to mobilize ovedajpability compared to the
issues at stake. Shooting flies with an elephant gun may wetd prudent thing for them
to do.

The argument in this book depends on a series of theoreticatlsiadhich all share the
same basic assumptions. In this, they all stand or fall t@gesio it may be worthwhile to

2 Ironically, Witte made this remark about the preparationstrizefore the outbreak of the Russo-Japanese War
of 1904-05 (Harcave, 1990, 308-9).
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provide some justification for the choices | have made. | asshiatea conflict of interest
exists between two unitary rational actors who confront eachr athee to resolve it. A
number of important assumptions are already buried in this sistatement.

| assume that the two actors are unitary and rational; that ig,liekave as individuals
with well-defined preferences. By “well-defined” preferences | mdwt the actors can
rank-order all the various possible outcomes of their interadtia logically coherent way.
More importantly, they can rank-order risky alternatives. Foranse, suppose an actor is
confronted with an ultimatum from his opponent and, for simplicuppose he has three
options at his disposal: agree to the terms, launch a preengitaek, or let the ultimatum
expire to see if his opponent will attack. To decide on the bestse of action, the actor
must evaluate the likely consequences of the various op#ibhis disposal. Capitulation to
the opponent’s demands avoids war but (presumably) impodigisgdand economic costs
by forcing the actor to agree to unpalatable conditions. Lamgch preemptive strike means
going to war, with all the attendant risks and costs. There guazantee of victory but there
is a chance to avoid the bad outcome. The third option is thiéetittimatum deadline lapse
in the hope that the opponent will not attack. Unlike the gltricapitulation, there may be
a chance to avoid the bad outcome but at the risk of a war. Uldikeching a preemptive
strike, there is a chance to avoid war but at the risk of foregoingteser advantages such
an attack would confer.

Each of these options has its own costs and benefits and eaxtteisn some trade-offs.
We say that preferences are rational when they are logically densi§or instance, it can-
not be the case that the actor expresses a preference for adoptaigand-see stance to
preemptive attack and preemptive attack to outright capitulend then also be the case
that he expresses a preference for outright capitulation ovetiaga@wait-and-see stanée.
Throughout this book, we shall remain agnostic as to where fiuesEamental preferences
come from. We shall take them as given and fixed.

This last assumption is actually less demanding than onétrsigppose. For instance,
it does not imply that actors will not change their minds abebat they want to do in a
given situation when they obtain new information. To see thappose that we begin with
the above rank-ordering which implies that waiting is the mostepred course of action.
Suppose then that the actor receives information that if heéHetsltimatum deadline lapse,
his opponent is almost certain to attack. As a result, he laagalpreemptive strike. One
might think that this indicates that the actor’s preferenceg lchanged, which would imply
that taking them as fixed would be a serious problem. Howewverjgmot so: all it means
is that our original specification of preferences is not quitetrfighit misses an important
bit that determines the trade-off between waiting and preempiinthis instance, the actor
prefers to wait if there is some reasonable chance that his oppeilkemot attack (because
this would avoid war) but prefers to attack himself if war seemsvoidable. His estimate
of the probability that his opponent will attack if concessare not forthcoming is part of
the expected consequences of the actions and as such mustumed in the preferences.

3 In technical terms, preferences must be complete (i.e., actorshmastie to consider all possible outcomes)
and transitive (i.e., they do not admit logical contradictitike the one in the text). There are some more
subtle requirements when it comes to rank-ordering risky ckolgee von Neumann and Morgenstern (1947)
for the classic treatment.
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The correct way to specify the preferences, then, would be to givdl adcount of the
contingencies.

One possibility is that the actor prefers to wait if there is asiea 50% chance that
the opponent will not attack and prefers to preempt otherwisdy kath of these being
preferable to capitulation. Now, the reception of new informattuat causes that actor to
revise downward his estimate of the probability of war if he waitay well cause him
to choose to preempt even though he would have chosen to wHieimbsence of this
information. Loosely speaking, his preference for preemption axgting has changed.
Strictly speaking, this is not the case: tti®ice of actiorchanged because his estimate of
its likely outcomechanged because of the new information. But notice that therprefe
ordering is:

¢ If the probability that the opponent will attack when the ubittnm deadline expires with-
out response is more than 50%, preemption is preferable to waitohgvaiting is prefer-
able to capitulation;

o If the probability that the opponent will attack when the ubittim deadline expires with-
out response is less than 50%, waiting is preferable to preematidnpreemption is
preferable to capitulation.

The actor’s initial estimate was that there was less than 5@aghof an attack if he waited,
which meant that he would choose to wait. However, in lightref new information re-
ceived, he has revised his estimate of that probability upveard now chooses to preempt.
Observe that his fundamental preferences have remained fixed hemaghthis choice of
action has changed. In other words, what the actor learns durengrisis can affect his
behavior even though his fundamental preferences stay the bafaet, this entire book is
about how actors can alter the behavior of their opponent byiputating information and
the strategic environment.

In addition to having well-defined preferences, rational actors pusue their goals to
the best of their ability given the information they have areld¢bnstraints they must operate
under. It is often supposed that rationality requires full inforgratind the evaluation of all
possible alternatives. That is not the case. As we shall Bealyinamics of military threats
are highly contingent on uncertainty, both about the oppdmarientions and the outcomes
of risky choices. It is true that to evaluate the best course admmdhe actors will have to
compare all the alternatives available to them but as analyestsave already simplified the
world by limiting the actors’ choices. It is very likely that in &g the actors are similarly
constrained to just a handful of options and they do not consitigoossible options. In
that sense, the model’s limitations are perhaps more realmsic obne might suppose. It
is a fascinating puzzle to see how actors frame the problem arndededat actions are
simply not to be considered. In this book, we abstract away frofrathé assume that they
have arrived at a particular frame of reference. Whether this siegtiifin is distorting or
not depends on how many relevant choices it leaves out, somgetiat we would have to
investigate in future work.

4 Karsten et al. (1984, 8-10) discuss the shift of cost-benefit keiions during crisis and conclude that
“situations that are characterized by [...] lags in idemtifythe national interest indeed pose several
problems for any assumptions made prior to the crisis concernéngature of a rational response.” Their
argument is that “the attribution of rationality to the deaishaking process presumes that the parties on each
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There are very good reasons to assume that actors pursue theiagbast as they can.
If this were not so, then behavior becomes unintelligible. Weead to assume that on the
average actors pursue their goals the best they can given thegesa@and information they
possess and the constraints they must labor under. We then éone &ssumptions about
their preferences over these goals and the assumption thagpuhgye these goals enables
us to form expectations about their behavior. Some interac@oa so routine and involve
preferences so stable across the population that we do not everichtink about it: our
behavior is guided by rules of thumb rather than conscioussites. We tend to avoid
bumping into other pedestrians on the sidewalk because wa& #ris sort of thing will be
unpleasant for both but we do not really do it consciously. Morgdrtantly, we assume that
this preference is shared, which is why we do not expect to be blimpzas well.

More care has to be taken in situations that are riskier. Forrinetawe also tend to
assume that a driver would rather not hit us when we cross thd.dtteeever, for him to
act on this preference, he must be able to see us in time to reaoeanide to avoid us when
he reacts. When we cross, we take these factors into accounkiog d®w far the car is,
whether the driver is likely to see us, and whether he will be &bavoid hitting us. Most
of us are quite risk-averse when crossing the street but even atisita when we run the
auto gauntlet—as some of us who grew up in large cities with oemstant traffic know—
we assume that the drivers do not want to hit us. We then form arctjp about their
behavior (that they will do what they can to avoid hitting usiidhen we decide whether to
cross and when to do so. Of course, we know that drivers know thebwet want to be hit
either. The danger is that they might assume that we will jasige to avoid the accident
precisely when we are assuming that they will swerve for the samgope. Which one of
us has not deliberately turned his head away from the driver to dstnade that he “cannot
see him”? The implication is that if we cannot see the car, amot act on our preference
to avoid being hit. This leaves the driver with the remainingjapto swerve and we “win”
the unequal confrontation. The point is that all this behasi@redicated on the assumption
that choices are, to a large extent, predictable becausedhegct rationally to preferences.
The fact that people are sometimes hit is not remarkable. Thehfacthey are so seldom
hit given traffic density is.

It is possible that actors make mistakes because of faultypirgation of information,
or wrong decision-making under stress, or incorrect implemientatf correct decisions.
However, it is difficult for me to believe that mistakes are spstic. It seems much more
fruitful to treat them as deviations from the optimal course of actltat may occur but
in a more or less random fashion. If mistakes were systematicywontl have to wonder
why actors do not correct them. Actors do make mistakes, true hbytalso learn from
these mistakes. Whether this results in them making fresh kestaas the famous quip
that the generals are always preparing to re-fight the last war stsgges a depressing
(but unlikely) possibility. If actors do not act in their own éméest, then we cannot hope
to understand their behavior, much less form expectationstdbdunything is possible in

side of the threat possess full information” and that “duringgmsiof high tension, decisionmakers tend to
adopt simplified cognitive structures; goals are reduced, andhifige of perceived alternatives shrinks.” In
other words, rationality supposedly requires full informatidrout all possibilities. As we have seen,
rationality does not require full information and we will e considering all possibilities. The very
simplicity of the formal model—something that critics often fatfor—is in fact its strength here.
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such a world and therefore nothing is comprehensible. Every acéinrbe “explained” by
assuming that actors are deluded or inept or both. If this weratrdections were divorced
from preferences, then it is a mystery why decision-makers spend sb time trying to
divine the intent of their opponents and search their acfionsieaning.

Although the concept of rationality used here is rather thia assumption that the play-
ers are unitary actors is more problematic. States are not indigidis@y are collectives
that comprise groups that themselves may be composed of athgrg all the way down to
the individual. One may think of domestic politics as a waygfregating these individual
preferences in some sort of collective preference. Different palisigstems enfranchise dif-
ferent segments of the population in various ways. In the endeveryall that matters from
our perspective is how these individual (rational) preferenceslate into state preferences.
It is well-known that there is no way to guarantee that the prefeseoica collective will be
rational even if the collective itself comprises rational induals. No way, that is, except
taking one of these individuals’ preference as the one for tHeatole (Arrow, 1970).

A complete theory of crisis behavior would have to take dorogxsilitics into account. It
would have to show how the (possibly competing) interests abua groups within the state
coalesce to determine state behavior. | will not do so in thizkifor two reasons. First, the
underlying logic that will arise between two unitary actors waio be present in the more
complicated interaction albeit at the lower level of aggriegatWhether it translates into
analogous behavior at the state level remains to be seergduirttamental problem will re-
main whether or not the solution is the same. Second, whemies to the types of disputes
that may end in war—the crises where military threats are empleyletision-making is
usually restricted to a small group of people at the highest.|&alective irrationality is
less likely to arise in smaller groups, especially when th&ntbers are not too dissimilar in
their preferences, which tends to be the case at the highekofeyaitical power. Whether
this assumption is too distorting remains to be seen but, asdydfee individuals would
have to confront the basic issues that arise from the unitary adtaction regardless.

Throughout the book | will consider two-actor interactionsyofilhis allows me to ab-
stract away from many important considerations that would desbthffect behavior in the
real world. For instance, in the real world, decision-makers aedfilo take into account the
expected behavior of their allies, of potential other lpelfents, or of non-aligned states that
may be carefully monitoring the interaction. Limiting the motiebnly two actors serves to
illuminate the features of military threats that have bearinghenpuzzle of credible com-
munication. This may not be the only concern policy-makers ratieeir confrontation but
it will be among the most important ones. Hence, a thoroughstiy@&tion of this isolated
role of threats is a necessary first step toward a theory of their use.

The restriction of attention to a single encounter is made t@werany considerations for
consequences of one’s actions beyond the current crisis. &&mal concerns and long-
term repercussions can enter this model only as part of the pageffification. In other
words, while it is possible to incorporate them, | will only dolgpassuming that they can
be reduced into the payoffs. A richer theory would model futureations to see how the
consequences one expects to follow tomorrow affect behaviaytod

A more intriguing problem with the single-encounter assumpisoits implications for
equilibrium behavior. In this book, the analysis boils dowrfitmling the optimal course
of action in a crisis for each of two opponents. What we are lapkan are strategies for
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the actors that are mutual best responses: neither actor leagives to choose a different
strategy given what his opponent is doing. The strategiesftreman equilibrium because
neither actor would want to deviate from his strategy. This agpgralepends on actors mak-
ing accurate conjectures about the strategies of the othegrglay is known that common
knowledge of rationality is not sufficient to guarantee thajectures about behavior will be
correct? The upshot is that we do not know that rational players wouldsarily choose
actions that are prescribed by the equilibrium strategies. Omenom justification for ex-
pecting them to is that actors learn to play the game through tiegeée interaction and
successively refining their conjectures (Binmore, 2007). In omteod, actors who have
more experience with each other because they encounter tleegsane repeatedly will be
more likely to behave how equilibrium logic predicts they slao(drovided our model is
capturing the essence of the interaction). By assuming a sémgleunter, we effectively de-
stroy the possibility for learning. If actors confront an entirelyamiliar environment, then
their behavior may deviate significantly from the equilibriuregription.

| have several responses to this problem. First, as | explairaceathe fact that | do not
model repeated interactions does not mean that one cannbtthine model as represent-
ing one encounter among several similar ones. The model wailkenincorrect equilibrium
prescriptions if it does not specify the actors’ incentives prigpleut that has nothing to
do with their ability to play the game. Second, in high-stagasounters where military
threats are possible, decision-makers have very strong incentvanalyze their options
much more carefully than we normally would in everyday life. It is miikely that they
arrive at the optimal course of action and expect their oppartertdo so, which means they
should be able to make conjectures that are more likely to be ¢amebe average. Third,
even in single-shot encounters of this type, decision-makerikatg to bring their prior
experience and their knowledge of the opponent’s past behitd their analysis. More-
over, at this level decision-makers are often socialized throegins of experience within
relevant bureaucracies or decision-making groups which arey ltkehave imparted code
of behavior which is derived from the experience of the orgaitmratorporate learning, if
you will, that extends beyond the individual. In other wordsgidion-makers may be able
to do quite well even in situations they have not faced beforgigea these situations are
not totally unique and the decision-makers’ background (or #brisors’ backgrounds) in-
clude socialization within organizations that have longemories and experienéeinally,
even if one does not buy into any of the defenses above, | amnetpaconcede that this
problem may limit the predictive power of game-theoretic modétsvever, in no way does
it undermine their usefulness as tools to clarify the logic ofitieraction. Furthermore, we
can still treat predictions from equilibrium analysis as hyps#sethat can be subjected to
empirical testing. Whether actors do form the correct conjecthestiecomes an empirical
guestion (again, provided that the model captures “enoughiesf interaction). Without an
alternative logically consistent theory to explain their &ébr, this may be the best we can
do”

The models in this book also presuppose there exists a corffliotesest between the

> Pearce (1984); Bernheim (1984); Brandenburger (1992).
6 See Farkas (1998) for an argument that, if stretched a bit, magéxto support this line of reasoning.
7 See Powell (1999, 23-39) for an excellent recent discussidmeaige of formal models.
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actors. | begin by investigating what happens after one of thamchallenged the status
guo by initiating a crisis. In then extend the model to analymedonditions under which

one would choose to do so, and the consequences this has febefigvior. The one thing

I will not analyze is where these conflicts of interest come frondebd, such a thing is

well beyond the scope of this study although one may well veomehy disputes do not get

resolved before they reach the acute stage where the use of forceaspdated.

This book makes heavy use of game-theoretic models. HoweWewd made a deter-
mined effort to minimize the algebra and maximize the expasibithe logic it represents.
Although some prior knowledge of game theory will certainly ledpiful, it should not be a
prerequisite for understanding my arguméhtsave moved the technical material to vari-
ous appendixes, and even then | have omitted most of the gdriedious detail; the little
math that remains in the text should be accessible to any redithdvasic algebra. The book
can be read without reference to these appendixes and | have guiquiehty of examples
and figures to illustrate the insights and intuitions that gadrom the formal analysis.

8 Morrow (1994b) provides an accessible introduction to gamertheith an emphasis on political science in
general and international relations in particular. Mc€artd Meirowitz (2007) is a more rigorous treatment
at approximately the same level.
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Commitment and Signaling in Coercive Bargaining

What you cannot enforce, do not command.
Socrates

In this book, | analyze military threats: how states can use tioegstablish commitments
and credibly communicate intent. My purpose is not to createearthof interstate crisis
behavior but rather to illuminate the logic of military threatsofar as they are intended to
deal with the above two concerns. To assess the utility ofgusiititary threats, we must
begin with a look at the fundamental strategic problems thafronhdecision makers in
international crises. This chapter lays the groundwork for teerhto follow. Most of the
material is well-known and | have no wish to rehash widely atd@aesults. However, one
does not develop a theory in an intellectual vacuum, and toegjgie the argument it will
be useful to outline in a general manner the crucial issues tiaade most of our current
thinking about crisis bargaining.

What follows is not a compendium of results, it is an attemptravigle a unifying frame-
work for thinking about the various mechanisms for credible comiation in crisis. |
begin by constructing a stylized representation of a crisis hilatserve to highlight the
role of uncertainty, and to provide the baseline for theorizingualthe use of the military
instrument. | then explore the various mechanisms for credigteating that scholars have
proposed in the context of this basic model. When there is wiiogrtabout the commit-
ment of a resolved actor, that actor has very strong incentivestémpt to communicate
his resolve to the opponent to avoid bad outcomes in the cfikis.main argument in this
chapter is that whereas scholars have suggested numerousnwalyilh this can be done,
none of these mechanisms reflects what military threats can aahém words, we simply
do not know the logic of military threats. The rest of the booldsw expounding this logic.

2.1 A Stylization of A Crisis

Assume a conflict of interest exists between two rational pnigators and that they can
resort to arms to resolve it. The crisis game illustrated in Figutés2among the simplest
models of an interaction in which one of them confronts the otiver the possession of a
disputed good.

' The simple model is similar to the baseline crisis model in Schult2{2Gh. 2), but not equivalent. One very
important distinction | make is that the valuation of the disguigeod—what Jervis (1979) calls “intrinsic
interest”— is the fundamental source of uncertainty. Althotighgeneral thrust of the results holds, the
specifics are different. As will become clear in the followirpters, this assumption about preferences is

11
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War
wi(vy), w2 (v2)

S1

Cap
—dadi, V2
S1

App
O, %)

Figure 2.1 The Basic Crisis Game

In this game, a defendes$, is in possession of some valuable good—strategic territory,
land with desirable resources, exclusive market access—tlndtatial challenger§, wants
to obtain? Each player values the possession of this goagd at 0. For simplicity, | assume
that this good is indivisible: states cannot share, if oneth#fse other is necessarily denied
any reward. The game begins when a crisis is already underwsyhas issued a demand
for the good—andb; has to decide how to cope with the challengeS;lfdoes not escalate
by threatening+T), the game ends in appeasement Sndbtains the disputed good peace-
fully. Sy is left with nothing, so his payoff i9, and S, enjoys the rewards of possession,
v,. If §; threatensS,, the challenger may either act) or give up & A). Yielding to Sy's
threat ends the crisis without the transfer of the good. The fawoév, for S; and—a,
for S,, wherea, > 0 denotesS,’s reputational loss for conceding to her opponent’s threat.
If, on the other hand§, resists in response to the threat, the defender must make the final
choice between peace and war. He can yield'), ending the crisis with capitulation. In
this case, the payoffs arez; for S; (the reputational effect is reversed), andor S,. If he
fights(F), however, the crisis ends with a war. Each players receivesdpgsctve expected
payoff from war:

wi(v1) = pv1+ (1= p)0—c; = pvy —¢y
w2(v2) = pO0+ (1 — p)vy —c2 = (1 — p)vy — 3,

wherep € (0, 1) is the probability thatS; will win the war, in which case he retains the
good, (1 — p) is the probability thatS, will win, in which case she obtains the good, and

also the basis for extending the model to account for militarczetcion properly. For other models very
close to the one | present here, see the three-stage crisis in INa§88), the Unilateral Deterrence game in
Zagare and Kilgour (2000, Ch. 5), and the economic sanctionghio@®rezner (2003). Furthermore, Bueno
de Mesquita and Lalman’s (1992) international interactiomg&mbeds a crisis subgame, and Fearon (1997)
builds on a similar model. This representation of a crisis is alssistent with the implicit non-formal
models usednter alia, by Huth (1988), and Huth and Russett (1993). The model essgrntialirporates all
the features that O’'Neill (1999, 133) enumerates for whatdtlis tcrisis signaling models.”

2 Here, and throughout the book, | will refer to odd-numbereyets as “he,” and even-numbered players as
“she” to facilitate exposition. | also use the male pronoun whésrrag to generic abstract players, and
generally use the female pronoun when referring to countries.
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c¢; > 0 are the costs of war the players must pay when they fight. Beeaiseant to avoid
trivial cases where states go to war because they both prefeiving without the good, |
make the following assumption:

AssuMPTION2.1 (War is Costly). Fighting for the good is worse than not hgvinThat
is, wi(vi) < O for all Vj.

Since this is a game of complete and perfect information, we calyamit by backward
induction from the terminal nodesS; will attack only if doing so is better than capitulating:

wl(vl) > —dadj. (CRl)

This is the defender'sredibility constraint If this condition is satisfied, then he will go
to war if the challenger resists his threat. This means thatderao determine what the
challenger will choose to do, we have to examine two casest, Buppose (CR is satisfied.

If S, resists, she must expegt to attack, so the outcome will be war. The challenger will
act if, and only if, war is preferable to capitulating:

wZ(Uz) > —ds. (CRz)

This is the challenger’s credibility constraint. If she is suia tlesistance will result in war,
she would only resist when this condition is satisfied.

Now suppose that (CRis not satisfied. IfS, resists, she must expegf to capitulate, so
the outcome will be peace. The challenger will resist if, anly ifnpeace is preferable to
capitulating:v, > —a,, which is always true becaugg > 0. Hence, if the defender does
not have a credible threat to attack, the challenger will abvagist his initial threat.

We conclude that whenever the defender’s credibility condtigirsatisfied, the chal-
lenger’s response to a threat will depend on her own credibibtystraint (she will give
up if it is not satisfied and will act otherwise). If, on the othentiathe defender has no vi-
able threat, then the challenger will always resist his thregtriless of her own credibility
constraint.

Turning now to the defender’s initial choice, there are three cimsesamine. First, sup-
pose that (CR)) and (CR) are both satisfied. I§; threatenssS, will resist, and the outcome
will be war becauseS; will attack. He will threaten, and only if, war is preferable to the
loss of the goodw;(v;) > 0. However, by Assumption 2.1, this condition never holds.
Therefore,S; will never threaten and the status quo will be peacefully revises,’s favor.

Second, suppose that (gRs satisfied but (CR) is not. If S; threatenssS, will capitulate
because she knows that resistance will lead to war, whichdudoiworse S; will threaten
if, and only if, retaining the good peacefully is preferable to Igsitp v; > 0, which is
always true. In this case, the defender has a credible threatébuh#iilenger does not, and
so compellence succeeds. The outcome is a peaceful maineeofihe status quo.

Finally, suppose that (CRis not satisfied. IfS; threatensS, will resist, and he will be

3 In technical terms, we will find theubgame-perfect equilibriuaf the game (Selten, 1975). This equilibrium
requires that actions be optimal at all points in the game,usitglong the equilibrium path, as Nash (1951)
equilibrium does. This requirement ensures that equilibriuragts are credible in the sense that actors will
carry them out if they have to. Nash equilibrium behavior mayestel on contingencies that never arise if the
equilibrium strategies are followed. The requirements fostNequilibrium cannot assess the optimality of
actions in such contingencies and therefore cannot guarttméthese threats are credible.
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forced to capitulateS; will threaten if, and only if, capitulating is preferable to giving

the good peacefully-a; > 0, which is never the case. That is, when the challenger is the
only one with a credible threa$; would avoid incurring reputational losses and would not
even attempt to compel his opponent. The following propasiots these results together.

ProPOsSITION2.1. If actors are completely informed about the credibility oéithcom-
mitments, then war will not occur. If both commitments aralitye, then the defender will
never threaten because doing so would lead to war. Neithiheithreaten if he cannot
commit to fight. He will only threaten if he has a credible catrmmant but his opponent does
not, in which case she will capitulate with certainty.

To summarize our findings, compellence can fail in two genemaks. First, if the de-
fender has no credible threat to attack if he is resisted, théecigar will act regardless of
her preference for war, and, foreseeing this, the defender giveSegpnd, if the defender
does have a credible threat to attack, compellence succés$srwibn the challenger’s cred-
ibility: if her threat to fight is credible, the defender will adowar and capitulate at the
outset. The only time compellence will succeed in this maslelhen the defender has a
credible threat but the challenger does not. Note that undeiraomstances do the players
actually go to war in this game. This makes sense given thegaimple structure and the
players’ ability to foresee perfectly the consequences of theiras because of complete
information.

There is some disagreement in the literature about the meanargdibility. Many ana-
lysts take it to be synonymous with believability: a threatrsdible if the opponent believes
it.* Morgan (2003, 15) states it flatly: “Credibility is the qualit§ being believed.. .. it was
not a state’s capacity to do harm that enabled it to practiceridgtce, it was otherdelief
that it had such a capacity. What deterred was not the threatdiit tvas believed.”

| think that this conflates two logically distinct issues: actor may be committed to
a course of action and yet his adversary may not believe hinrnalieely, an actor may
be bluffing and yet his adversary may believe him. Can we thertlstythe threat was
not credible in the first case but was in the second? To avoidctimgusion, | will call
a commitment credible (or genuine) if the actor would carry oet ¢burse of action it
prescribes. This is an attribute that is known to the actor byt ananay not be known to
his opponent. Whether this opponent believes a commitrsenseparate issue entirely, and
one that | will investigate at some length. In our basic modalactor whose credibility
constraint is satisfied has a credible commitment. Of courseguse this is a model of
complete information, believability is not an issue.

Before we turn to cases where it is, however, | should also notdrtthe deterrence
literature in particular, credibility is taken to be a multiglitve function of capability and
intent (Singer, 1984, 56-57). That is, a threat is credible if therdntends to carry it out
and if it is capable of inflicting sufficient damage on the oppondrhese are completely
separable issues, however, and it conflating them has causgdauanfusion. In this book,
we shall maintain a rigorous separation: a threat is crediblecigtior is willing to carry
it out. It may or may not be capable enough to alter the de@sajrthe opponent. The

4 Schelling (1966); Mueller (1995); Freedman (2003). Zagacd:Kilgour (2000, Ch. 3) provide an intelligent
and very useful discussion of the concept of credibility and Hoelates to rationality.
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distinction, as it turns out, is quite important: we shall deats that are fully credible
but have no pretense to affect the expectations of the oppanédntoerce him into settling
without fighting. Conversely, we shall see coercive threatsrtay or may not be credible.

2.2 The Purely Informational Approach

The analysis demonstrates quite clearly that behavior imtbidel is largely determined by
the credibility of the actors’ commitments. The classicalrapph is to assume that actors
either have credible threats or they do not, and then investija consequences of being
unsure about each other’'s commitments. In the context of owplsiorisis game, the ques-
tion reduces to the actor’'s choice between capitulating uddezss and fighting. Kilgour
and Zagare (1991, 326) provide a cogent summary of this approach:

by identifying the credibility of each player’s threat to retaliate with the prditakhat a player

prefers retaliation to capitulation, we maintain consistency with both the tradittradegic

literature, in which credibility is usually equated with believability, and with the litesatf
game theory, in which credibility is usually taken to be synonymous with rdttgna

For example, consider the remilitarization of the Rhinelamd 936 with Germany as
the challenger and France as the defender. If Hitler's credilubinstraint was satisfied, he
could commit to fighting for the Rhineland if the French residteddemand. The French,
in turn, were sufficiently convinced that it was quite probahk ft was satisfied, and hence
an attempt to block the entrance of German troops would mody liksult in a war. They
were not prepared to fight such a war, and hence their credibditgtcaint was not satisfied.
Hitler gambled on that and won: his demand was not resisteglirbhic aspect of all this,
as we now know, is that Hitler was bluffing. He would not haviaekted had the French
resisted but they did not know4it.

There are two points that follow from this example and our modestFhe traditional
approach assumes that a commitment is either credible ordt {8 @., the actor would either
fight for something or he would not). Second, the opponent magctoally know about it.
Sometimes this works to the actor’s advantage (in 1936 Hitlergay with militarization
even though he did not have a credible commitment), but sorestitrworks to his disad-
vantage (in 1939 Britain and France ended up in a war even thtwgtdid). The problem
is one of information: at least one of the actors did not knowsfdpponent’s commitment
was credible.

We can summarize the traditional approach to credibility asvial@ctors would either
fight or they would not for a good. This preference is assurodxtfixed and known to the
actor himself. However, it may or may not be known to his opparirhe difficulty lies with
communicating these commitments credtbly.

Now, some commitments are inherently credible and so are neoéstieg from an ana-
Iytical perspective. As Schelling (1966, 35) succinctly gutNo one seems to doubt that
federal troops are available to defend California. | have, howéesrd Frenchmen doubt
whether American troops can be counted on to defend France.” Slgollernment presum-
ably would have no trouble persuading an opponent that it wather fight than give up

> Robertson (1967), Weinberg (1970).
6 As we shall see later, many researchers are quite aware thabisgbfe to create commitments by modifying
incentives.
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California. But what is an opponent to think about its commitirte the defense of France?
The US government could prefer to fight, in which case it has aloiesttireat, and the task
would be to communicate that fact in some persuasive manmeth®other hand, it may
not prefer to risk losing New York to defend Paris, in which case & ha credible threat,
although it may try to bluff on occasion as if it had. From the §as perspective, the diffi-
culty lies in distinguishing between these two possilaititiwhich “type” of US government
is it facing: the committed or the bluffing?

This is the essence of the purely informational approach: treemnde of this commit-
ment is assumed in the preferences of the actors and the task aniputate the infor-
mation available to the opponent to one’s advantage. Tstilite this, consider the model
under two-sided incomplete information. Neither actor kndings opponent’s credibility
constraint is satisfied. Instead, each hawsiar belief about the valuation of the other, and
these beliefs are common knowledge. At the beginning of theeghoih players know their
own valuations. To represent their beliefs about the valuatidgheir opponent, assume that
vy is drawn by the cumulative distribution functiadh (-) from the intervall0, v,], and that
v, is drawn byF,(-) from the interval0, v,].2

Becauses is uncertain abous,’s valuation, he is uncertain about whether her credibility
constraint is satisfied. Recall from (GRhat S, will prefer to war to capitulation whenever
wz(v2) > —ay, which we can rewrite as, > (c2 —a»)/(1 — p) = v3. SinceS; is unsure
whatv, is, he does not know whether it exceedsor not. However, because he has beliefs
about it, he can estimate the probability that it does. Thibgbdity is Pfv, > v]] =
1 —Priv; < v3] = 1— F(v3). Thus,1 — F>(v3) is Sy's prior belief thatS,’s credibility
constraint is satisfied. Players are assumed to form their pri@f®eln the basis of their
historical experience with each other, observations of pasawer in similar situations
involving other players, intelligence estimates of currergatality, and so on (Morrow,
1989a).

The credibility threshold; and the analogous one 8§ play such an important role in
this analysis that is worth defining them explicitly:

A7 and vr= 2722
p l—p
Since we are interested in cases where actors may or may not haidemmmitments,

we assume that; > v andc; > a;. These assumptions guarantee that it is possible,
but not necessary, that players have credible commitmentexXaonple,v; < v} implies
that the highest possible valuation 8y is less than his credibility threshold, which means
that S; will never attack regardless of his valuation. Similady, < a; implies that the
credibility threshold is negative, and because we assumeddhations are non-negative,
this means thaf; will always attack regardless of his valuation. In the first ins&y the
credibility constraint is never satisfied, and in the secomdinhys is. We have already seen
what happens when it is known whether the constraint is sadigii not. The additional
assumptions guarantee that there is some uncertainty abtaut tha

We shall call a player whose valuation satisfies the cretjbdonstraintresolved(or
tough), and one whose credibility constraint is not satisfiedesolvedor weak). We shall

(2.1)

Ulz

7 This is a Cold War example, so it refers to an attack by the Sti@n upon France.
8 The distribution functions also have continuous and strictisitive densitiesf] (-) and > ().
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maintain our assumption that war is costly, andus@v;) < 0. This means that we are not
assuming that a resolved player will escalate regardless oppisnent’s behavior, only that
if forced to choose between capitulating after escalation anighio war, he will fight. War
is still worse than the status quo even for a resolved player.

Observe now that befor&, decides whether to resist’s threat, she must estimate the
likelihood thatS; will attack if she does. Becaus® will only attack if his credibility con-
straint is satisfiedS, must estimate the likelihood that it is. Now, recall tiSatentered the
game with a prior belief abouff;’s valuation. However, now tha; has chosen to threaten,
she may have learned something new about his valuation. Inwthds, S, will have apos-
terior belief which reflects what she learns from the observable behavior ofgpanent.
This is her new estimate df;’s valuation.

Where does this estimate come from? It is natural to assum&htl take into account
both her prior beliefs and;’s observable behavior, and she will somehow amalgamate
all that into a new estimate of her opponent’s resolve. Asatistics, we shall use Bayes
rule to update old information with outcomes from new observati®hg rule answers the
guestion, “Given thaf; has threatened, what is the probability that he is resolved?”

Why is it important to track how an actor would change his beltfsng the crisis?
Because his behavior will depend on them, which means th&xuiectations are the crucial
target that the adversary will attempt to manipulate. As [Elg(1975, 8) puts it, “To be
effective, [the] threatened punishment need not be certain, sufficiently likely. ” He then
goes on to develop the idea dfitical risk, which is the maximum risk of punishment one
is willing to tolerate, and then shows how one can manipukitedritical level? Although
Ellsberg defines critical risk in terms of subjective estimatielsow likely the other side is
to follow through on its threat, he does not really talk about whkese estimates come
from and, perhaps more importantly, how they should change in ¢ifhew information
players obtain from their interaction. As it turns out, this gioests precisely the crux of
the problem for if beliefs, and through them consequent behaaierexpected to change,
then the opponent will attempt to influence them. But knowtimig, would the actor then
change his beliefs on the basis of what the opponent does?f Atmel opponent knows that
the actor will ignore him, why would he attempt to pattern hikdogor in a futile attempt to
manipulate expectations? We need a way out of this circulaagsso

We must ensure that beliefs are consistent with the strategg4hiinks S, is playing. In
equilibrium, S, knows the strategy of her opponent, which implies that haéefsemmust be
consistent with his equilibrium strategy. Becaugeknows his own valuation, his strategy
will depend on it. For instance, it may be “threaten onlyif> 14.” If S, expects him to
play this strategy and then observes a threat, she must infertieaat least!/,, otherwise
no threat would have materialized. From her perspec8yayould have only threatened if
his valuation is betweety, andv,, and since he did threaten, it must be in that range. The
probability thatS; will attack if she resists is still Py; > v] with the important proviso that
v, > 1/ too. Bayes rule answers the question “what is the probabiléySi's credibility

9 Most of the strategies he suggests should be already familiar fobwalihg (1960), although the
formalization of some of them is novel. Some prominent applicatiaf critical risk for analysis of
international crises are Snyder and Diesing (1977) and W4d08e).
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constraint is satisfied given that he threatened?” This ciemdit probability, Pfv; > vy|T],
can be computed from the prior belief afds strategy.

In our example, this is very easy: since only> 1/, threaten, the probability of a threat
is Pfv; > 5] = 1 — Fi(1/). As before, the probability thaf;’s credibility constraint is
satisfied is Aw; > vy] = 1 — F1(v]). Assuming that the resolved types are among those
who threaten, the updated probability is justPr> v |T] = (1-F1(vy))/(1—-F1(1/2)). To
get some intuition what this means, suppo$e= 3/, and thatv; is uniformly distributed
between 0 and 1. The prior probability th&f is resolved is Hp; > 3/4] = 1. The
probability of a threat is Pv; > 14] = /. The posterior probability thas, is resolved
when a threat is observed iS[Pr > 3/4|T] = (1/4)/(1/2) = 1/>. Intuitively, S;’s threat and
S,’s conjecture about his strategy have cauSedo revise her belief: whereas initially she
believed there was only 25% chance tl§atis resolved, she now believes that it is 50%.
The valuations at whicl§; is resolved constitute only a quarter of the possible valnatie
might have but fully a half of the valuations that cause himht@aten. HenceS,'s belief
that the chance of him attacking is 50% is consistent wittphier and her conjecture about
his strategy. We shall use Bayes rule to ensure that beliefs aséstamt in this way?

| do not claim that this is how decision-makers learn in practit@vever, even if one
objects to using Bayes rule and consistency on the groundachad! decision-makers do
not use them for inference, any alternative proposed would hairetioede some of their
properties. Most importantly, it has to incorporate “the stratedgment of learning: since
statesmen know that their behavior will influence the exgigmts of others, they have an
incentive to take this into account in making their choidast then others must take this
incentive into account in deciding what inferences to draw fromdhbtions in question”
(Wagner, 1992, 139). This is precisely what the consistencyinegent is designed to ac-
complish: when making inferences about his opponent, eagleiptakes into account his
expectations about the opponent’s strategy which is itseisistent with the opponent’s
expectations about how the player would behave. This ciracelasoning is very hard to
disentangle without the aid of game theory (and even sometivitest). !!

The posterior belief tha$, will form upon being threatened allows her to estimate the
likelihood thatS; will attack if she resists. Since we have not yet determisigd strategy,
we shall keep her posterior beliefs abstract for now. &etvy) = Prlv; < v{|T] be S,'s
belief thatS; will capitulate if she resists his threat. Given this beligf,will resist if, and
only if, the expected payoff from doing so is better than cagttah: G, (vi)v, + (1 —
G1(v)))wz(v2) > —a,. We can rewrite this as, > 0,, where:

5 = (1-Gi1(v)))c2 —az
T - p(1-Gi})

2.2)

10 e shall consider only consistent beliefs, that is, ones deriwed the supposed optimal strategy of the
defender, as plausible candidates $ors updated estimate. In technical terms, we are using the contept o
perfect Bayesian equilibriumdeveloped by Fudenberg and Tirole (1991b). It is a dynamineafent of
Bayesian equilibrium (Harsanyi, 1968), and is designed to ehieiimplausible solutions analogous to the
way asubgame-perfect equilibriu®elten, 1975) eliminates unreasonable Nash (1951) eqailibri

Itis also true, however, that these solution concepts plaberatavy demands on what players are assumed
to know about the game (McGinnis, 1992; O'Neill, 1992, 469-14)Vy (1994) provides an overview of the
research on how leaders learn and change their beliefs.
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In other words, given her updated belie$s, will resist if her valuation exceeds the critical
thresholdw, > 0,, and will capitulate otherwise. Observe now thafif believes thatS,
will fight for sure, her posterior will b&; (v}) = 0. In this case, the critical threshold for
resistance is the same as her credibility threshold= v5. Not surprisingly, ifS, is certain
that war will follow, she will resist only if she prefers to fight raththan capitulate. If, on
the other hand, she believes that there is some chancgthall back down when resisted,
her posterior will beG, (v]) > 0. In this case, the critical threshold for resistanctiger
than the credibility thresholdl, < v;. Substantively, this means ths will be willing to
risk war by resisting even if she is not actually resolved to figihe reason is that although
there is a chance of war, there is also a chance of gefting capitulate.

This behavior allowss; to estimate the consequences of making a threat. Sincapit-
ulates if her valuation is less than the critical threshold ferstance, fronf,'s perspective,
the probability of capitulation to his threat is[Py < ©,] = F»(?,). This implies that that
the more likely isS; to back down whelis, resists, the more likely iS, to resist.

It is crucial to realize thas,’s behavior is critically dependent on her beliefs, which in
turn depend o1$;’s behavior. Given tha$, will update her beliefs based on what she thinks
S1's optimal strategy is and that this will affect her behavibmiakes sense that; will
try to influence these beliefs with his actions. That is, he teke into account how his
behavior will alterS,’s expectations, and will consider the indirect effect of lisans that
are mediated by his opponent’s beliefs. This is entirely in keppith numerous analyses
of crisis bargaining that conclude that actions are importahjust because of their direct
impact but also because of their effect on the expectatiotiseatrisis participantt?

With all the machinery in place, we are now ready to anal§gs initial choice. S;’s
expectation is that if he threaten$, will concede with probabilityF, (v,) and will resist
with complementary probability. IF; is resolved, he will fight when resisted, so the ex-
pected payoff from threatening 15 (0;)v, + (1 — F,(0,))wq(vy). If, on the other hand, he
is not resolved, he will capitulate when resisted, so the arplgeayoff from threatening is
F,(02)v; + (1 — F5(02))(—ay). Hence,S; will threaten if, and only if,

F>(D2)v1 + (1 — F2(0,)) x max{w; (v1), —a;} > 0. (2.3)

We need to examine (2.3) carefully because there may be no typesifc it is satisfied.
For example, ifS, is extremely unlikely to capitulate—i.eF,(9,) is close to zero—the
expected payoff from threatening will be very close to the maxmafi the war and capitu-
lation payoffs. Since both are worse than accepting a revisidimeo$tatus quo even for the
highest-valuation type§; will never threaten in equilibrium. If, however, (2.3) is satidfie
for vy, then there exists sonmig such that it holds with equality. This type is indifferent be-
tween escalating and accepting a peaceful revision, andys plaivotal role in the analysis
to follow. S; escalates if; > ¥; and appeases otherwise. To summarize:

e v is the credibility threshold fo§;: he attacks when his threat is resisted if, and only if,
his valuation exceeds that threshold;

e U, is the escalation threshold f8i: he threatens if, and only if, his valuation exceeds that
threshold;

12 |klé (1964); Schelling (1966); Wagner (1992).
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Figure 2.2 Defender Behavior in the Crisis Game.

e U, is the resistance threshold f8s given how likely she thinksS; is to attack if she
resists: she resist$;’s threat if, and only if, her valuation exceeds that thresholdhk
is certain thatS; will attack, thend, = vJ; that is, she will only resist if her credibility
constraint is satisfied.

There are two general cases to consider: either v}, which means thaf; only esca-
lates if his credibility constraint is satisfied, oy < v}, which means that there are some
valuations at whichf; escalates but backs down if resisted. In the first case, all thaeat
genuine, and in the second case, the defender might be bllFfoge 2.2 illustrates the two
scenarios. The central result can be summarized as follows (formabproAppendix A):

PROPOSITION2.2. If actors are uncertain about the credibility of each othezsmmit-
ments, then war occurs with positive probability wheneherdefender makes a threat. In
equilibrium, there are only two possibilities:

e The defender’s threat is genuine, in which case the chadleresists if, and only if, she
has a credible commitment to fight.

e The defender might be bluffing, in which case the challengar mesist even if she does
not have a credible commitment to fight.

Consider first the case in which threats are genuine, as illadtiatFigure 2.2(a). When
a threat signals credible commitment, war only happens if fladlenger is also fully com-
mitted. It is worth noting that some defenders who do have a ceedimnmitment do not
threaten at all: the possibility of resistance discourage®iido unresolved type threatens
either. Compare this to the complete information case with,{GRtisfied. If (CR) is also
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satisfied,S; never even threatens, a resolved challenger does not faces&rof vsar. With
incomplete informationS; does not know ifS,’s commitment is credible, and he risks es-
calation if he is resolved. This may end in war if the challenggppens to be resolved as
well. Hence, compellence can fail even if both sides possesdible commitments. The
problem is the inability to communicate them in a believabésywithout running a risk of
triggering war. However, because of the high risk involvedy@enuine defenders would
escalate, and so only resolved challengers would resist alasnaThere is no bluffing in
this equilibrium by either side. In fact, the risk deters evenuyes defenders who do not
value the issue sufficiently.

If, on the other hand, (CR is not satisfied, then with complete informatiéh relin-
quishes her claim to the good peacefully: compellence sdsce@hout war. Uncertainty
does not change much in the genuine threat equilibrium if tledleriger happens to be un-
resolved: she will concede here too. The main difference is tmes@ved defender who
would have retained the good under complete information mightobced to give it up
because he is afraid to risk escalation on the off chance thathidléenger happens to be
resolved as well. As Figure 2.2(a) makes cleaf§,i valuation isv; € [v}, 9], then he
will appease even though he has a credible commitment to filstgertainty can certainly
benefit an unresolved challenger because it allows her tonotita good in circumstances
where she would have been forced to abandon her claim to it otberwi

For the resolved challenger, uncertainty is a hindrance becshes suffers from the de-
fender’s belief that her commitment may not be credible. If shddceomehow convince
him that this was not so, then war would be avoided. The prolidetinat there is no way
to communicate her resolve such ti$atwould actually believe her, and the culprit are the
low-valuation types that would not willingly reveal that thase not resolved: they benefit
from S; thinking that they are, an§l; knows this. So he would discount any cheap commu-
nication that attempts to convince him otherwise.

Consider now the case in which threats are not necessarilyrggras illustrated in Fig-
ure 2.2(b). Becaus§, believes that there might be a chance thiais bluffing, she is more
likely to resist compared to the situation in which threats areuges. That is, the resistance
threshold is lower than her credibility threshold: < v5. This implies that if her valuation
is all vy € [0, v5), thensS, is unresolved but resists anyway. Under complete information,
a challenger with such a valuation would either give up tl@nclto the good whets; is
resolved or would obtain it if he is not. With uncertainty, hawe these types will risk
war because;’s initial choice does not fully separate the genuine defenders bloffers.
When S, threatenssS, is still unsure if he is serious, and therefore resists. She stdliod
the good if she happens to be facing a bluffer but ends up in & slae is not. The problem
is thatS; did not have an opportunity to take the “correct” action inigtatcorrect being
defined as the action he would want to have taken &feesists. When resistance is a fact,
a bluffer would strictly prefer never to have escalated in the fiilate but the irony is that
he escalated because he was unsurs sf commitment. That is, he would have preferred
to know if S, is committed, and a challenger with valuation e [0,, v5) would have pre-
ferred that as well! From the perspective of such a challengerolsteens the good ifS,
is unresolved (same as under complete information) but has toafighar if he is resolved
instead of capitulating in peace as she would have done wodeplete information. There
appears to be mutual interest in revealing one’s resolve.
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The problem, as usual, is that the defender might have a lovatiaiu Suppose theff,
revealed that she is not committed, and would therefore act brslyel was sure thaf,;
is not committed himselfS; now has no incentive to reveal truthfully his valuation if he is
unresolved because doing so means appedsibgt a successful bluff means preserving the
status quo and keeping the good without fighting. Hence, hadyarefer to misrepresent his
valuation, and, knowing thi§, obtains no benefit from telling the truth initially. After all,
sinces; is expected to bluff, and the probability of this happeninged&s on his optimism
(he is less likely to bluff is he believe$, is committed),S, would not want to forego the
advantage of concealing her true valuation and pretendinghigas resolved too. Although
both could profit from truthful communication, their incentivasrbt allow them to reveal
their commitments credibly.

The situation is even worse when we look at a blufffyg this type has no chances of
keeping the good under complete information regardless, sfcommitments. Now there
is a strictly positive chance that he can do it, albeit by rugranisk of having to capitulate
if the challenger resists. Still, §, happens to be unresolved and with valuation lower than
U5, she capitulates, anl's bluff is never called. Clearly, none of the bluffers would eve
want to reveal their valuation for it unambiguously hurts tipeospects.

We conclude that in a crisis opponents would not choose agyréiat would fully reveal
their commitments. It is not that they necessarily do not wantriesolved actors would
dearly love to be able to do that—but they cannot do it in a way Would convince their
opponent. Credible communication is impossible becauseneesalved actor would try to
conceal the damaging information by mimicking the behavia résolved one. Because of
uncertainty, resolved players find themselves in a bind, andhhee to look for a way to
reveal their resolve such that it is persuasive for the oppoidfetctively, this means doing
something that an unresolved player cannot, or would notTHat is, they must credibly
signaltheir commitment.

It is worth emphasizing that crises can happen between two Uneglsactors. Frons,'s
perspective, a threat may be genuine or it may be a bluff. To deteious escalation,
S, chooses a strategy that induces strategic uncertainty in penept’s expectations. She
does not commit clearly either to resistance (because doingswot be credible—after
all, genuine defenders would go to war and unresolved chaltsngeuld want to avoid
that), or to capitulation (because this would encourage eversatved opponents to attempt
compellence)S, calibrates her strategy such that her risk of having to fighttgrns out
to be resolved) is balanced against the gains of obtainingdabd peacefully §; turns out
to be unresolved). Because bluffing is a distinct possibilifysometimes will resist even
when not committed herself.

What we found echoes Kydd's (2005) succinct conclusion: “Ifartainty is at the heart
of crises, then communication is the key of resolving them. piteblem is that ordinary
communication does not work” (186). Proposition 2.2 charactenzleat we should rea-
sonably expect players to do in the stylized crisis game witbnmplete information. The
findings are not surprising but since they will serve as baselimempare and contrast the
theory | will develop, it is worth summarizing them.

First, difficulties with communicating commitments credilalse at the heart of compel-
lence failure in this model. We assumed that war is worse thaupté-crisis status quo for
both players regardless of their resolve. In other words, if theitia choice between fight-
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ing and living without the good, both players would prefer tongliish the good in peace.
Since neither player values war for its own sake, they are ‘@éadng,” and because they
prefer to live with the existing distribution of benefits rathkban fight, they may also be
considered satisfied.

However, as even this simple model clearly sholeing satisfied with the status quo
and being peace-loving in no way guarantees that war will raun. The issue here is not
whether one is a war-monger but whether one is prepared to ristoypagvent an opponent
to take advantage of his reluctance to wage it. When force is struiment of statecraft
and backing down in the face of a challenge carries even smallatnal costs, countries
may find themselves at war when the attempt at coercion bacKilrésrtunately, coercion
must carry this risk of failure because it is precisely this risk tten dissuade frivolous
threats. It is the only mechanism here that players can use to ooioate the extent of
their commitments.

Second, we observed that the crux of the problemSfpiis to convinceS, that he is
committed not to back down if resisted. The difficulty arose from¢onsequences of such
persuasion: ifS; is expected to believe that escalation signals resolve,tttege is nothing
to deter unresolved types from exploiting that. Hence, the wray the challenger could
discourage that is not to believe it fully. It is asSf says “if | see escalation, | will increase
my estimate that my opponent is resolved, but | will still be& that it is possible he is
bluffing.” With these beliefs, the challenger will sometimesist (which she would not
have done if she were fully convinced 8f’s resolve), and this in turn discourages some
threats from the unresolved types, which justifig’s strategy. This is the circular logic that
hinges on beliefs being consistent with the strategies plarerexpected to implement and
strategies being rational given these beliefs.

This result illustratesostly signalingthe notion that to be believable, a signal must carry
with it some disincentive for the “wrong” type to produce it. lnstmodel, a threat (the sig-
nal) is costly because it carries the risk of war. It is just costlgugh to be discouraging for
some unresolved types, and induce them to separate partiallyctsormitted ones through
their behavior. It is not fully separating because inducingctietliness of the signal is costly
for S, as well—she must accept some risk of war—and hence there istirnow high a
risk she will be willing to generate. In our case, she would runsritlat do not induce full
separation. Compellence is a balancing act by both actorsndtmlvell’s (1990, Ch. 2) apt
characterization, its essence is gearch for credibility

2.3 The Search for Credibility

There are at least three general ways one can deal with a problem:tkéat it does not
exist, make it irrelevant, or solve it. In our context, the problem is the (lack of) credibility,
and the three approaches are:

1 A resolved player successfully communicates his commitrteethis opponent (costly
signaling);

13 Obviously, one can also ignore it, at least for the time beingcfstination could almost be considered a
norm in British foreign policy during its imperial period, antich can be said for a wait-and-see attitude
(Orme, 2004).
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2 Aresolved or unresolved player maneuvers himself into anre@iske situation such that
the question about his commitment becomes irrelevant (burmidges);

3 An unresolved player restructures his incentives and comimitseif (tying hands).

The first case assumes that a real problem exists: a player iscfuliynitted and yet
has trouble convincing his opponent that this is so. This ésuhenviable situation that a
defender with valuatiom;, > v finds himself in: he wants to threaten only if the challenger
is not resolved but ends up running a substantial risk of wass &ha shared problem too
because the unresolved challenger with valuatipe (9., v5] ends up fighting rather than
capitulating, and the resolved one with > v} has to go to war rather than enjoy successful
revision of the status quo in peace. Communicating existimgroitments is imperative for
these players and yet the model suggests it will be fraught ffitdlties. As we shall see
shortly, a lot of scholarly energy and imagination has gone fimding ways in which this
can be done.

Unlike the first situation that deals with the problems of resdlactors, the second case
applies to unresolved ones as well. The idea is that elinmigaitempting option may put an
actor in a strong bargaining position regardless of the prioriloitéed of his commitments. If
he is unable to exercise that option, then it is irrelevant. kKan®le, suppose tha, some-
how managed to make capitulation impossible. The game tbgargrates into a contest
betweenS; with himself: escalation would immediately lead to the finhek choice, and
because Assumption 2.1 implies that whatever he choosesitheorse than the appease-
ment, he relinquishes the good immediately. Uncertainty imesarrelevant in this context
as long asS; can observes, eliminating her capitulation option. If; is unaware of that
action, uncertainty becomes fatal for the defender: a resolyuslwgll cause war with his
threats, and a bluffer will shoot himself in the foot becauseeli®no chance of obtaining
concessions. Obviously, it is i$,'s interest to reveal her action, but because saying she has
done it would be advantageous regardless of her valuationreegpeéective of whether it is
true or not, the incentives to lie raise their ugly head again.

Because eliminating options altogether can be such a riskic tander uncertainty, the
third case presents a less extreme alternative. Bargaining leasatwo roles: the informa-
tional we have already discussed, and the functional, whinkists of attempts to rearrange
one’s incentives such that certain courses of action become ondess attractive (O’Neill,
1991). In our model such a move would consist of manipulatirgsgmayoffs from fighting,
capitulation, or both. Suppose, for example, tiasomehow manages to double the repu-
tational costs, so capitulation would now yiel@a;. The predictable impact is to decrease
v, thereby increasing the set of valuations for which she woultulie committed to re-
sist. Threats now become riskier {8y and this decreases (and may eliminate altogether) the
proportion of bluffers in the mix, improving,'s expected crisis payoff. Without changing
her fundamental preferences (valuation of the goSghas succeeded in restructuring the
strategic environment to her own advantage.

It is this functional role of crisis behavior that many studiesehtended to neglect, but
which is fundamental for any theory about the coercive uses of fétsat turns out, the
military instrument has both signaling and incentive-rearragfgatures, and so it is a mix
between the first and third tactics. Before we can consider thédatiens of this simple
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observation, however, we must look briefly at the mechanisndgnlying the three ideal-
type solutions to the credibility problem.

2.3.1 Costly Signaling

The discussion so far suggests an obvious approach to sthamgedibility problem “caused”
by uncertainty: the committed actor should look for a way to a¢ts resolve. This focuses
the attention on credible communication; that is, makingdpponent believe one’s state-
ments when he does not know the resolve of the actor making. tineieed, this is the path
that most research has taken, and with fascinating results.

In his influential book, Jervis (1970) studigignals which do not change the distribution
of power, andndices which are either impossible for the actor to manipulate (andreo
inherently credible) or are too costly for an actor to be williogntanipulate. In modern
terms, he distinguishes betweelmeap talkandcostly signalingalthough his emphasis on
psychological factors that influence credibility blurs the famntal differences between
the two!4

It is well-known that the possibilities for credible revelatiohiformation when talk is
cheap are rather limited and depend crucially on the degreeagamism between the actors
(Crawford and Sobel, 1982). In our setting, the opponents share aegmweéefor avoiding
war but they diverge significantly on the terms of an acceptagteement. Schelling (1960)
calls this a “mixed-motive situation,” where truth-telling wdlbe scarce, and suggests ex-
ploring tacit communication through actions instead of words.

Sunk Costs

One action is teink coststhat is, incur expenses that one has to pay regardless of tie cris
outcome (Spence, 1973). Often referred to as “burning money,” thiekng mechanism
relies on deadweight losses whose role is purely informatiormbhrillustration, suppose
you wanted to convince your opponent that you valuation edsesome threshold If you
burned resources whose value tatalthen you have effectively communicated that fact.
Only an actor whose valuation exceeds that amount would bega willing to pay these
costs because he would still remain in the black. This actavbelirrational for anyone who
values the issue less because it involves losing more thamggiyp the good. Therefore,
resolved actors can burn money because their willingness tahesse costs separates them
from the unresolved types and becomes a credible revelationiottmamitment.

Consider an extension of the simple crisis game that allo@gl#iender to choose the
level of escalationyz > 0, with m = 0 being equivalent to appeasement. Assume that the
costs of escalating are increasing in the level, and that theeynaurred immediately; that
is, they are sunk. The modified version of the game is depictéiure 2.3.

Settinga; = 0 makes this game equivalent to the model Fearon (1997) analyire® his
main results under two-sided incomplete information holdifor 0 as well, it is sufficient
to summarize them here. Fearon finds that multiple equilibria assiple but they all take

14 Another interpretation of the two categories would redingedistinction to whether the characteristic is at all
manipulable or not. This is what Spence (1973) does in his owrirse article, giving a worker’s educational
choice as an example of a signal, and the worker’s sex as an exafigsiéendex. However, it seems to me
that Jervis is quite explicit in that indicesinbe manipulated, but that actors may nowtiking to do it.
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Figure 2.3 The Crisis Game with Sunk Costs

the same form. Despite the rich array of signaling options, ongy signal is ever sent in
equilibrium; that is, if escalation occurs, it is at one pattclevel,m*. All v; > v, threaten
with m*, and all others appease. As in the original model, anly v > ¥, actually fight

if resisted.S, resists ifm # m* or if v, > v3 and capitulates otherwise. Although multiple
equilibria with this structure are possible, all but one of themeliminated by an intuitive
forward induction logic.

PROPOSITION2.3 (Sunk Costs). The escalation game with sunk costs has a unique intu-
itive equilibrium provided the defender's maximum valoatis sufficiently high. The de-
fender threatens with a uniquely costly signal only if he &asedible commitment, and the
challenger resists only if she has a credible commitmerg. thileat is sufficiently costly to
make escalation unattractive to an unresolved defender.

To see the logic behind this result, consider the basic cramsegwe analyzed in Sec-
tion 2.1 under uncertainty. Recall the scenario illustrateigure 2.2(b) where bluffing is
possible. In that casé; threatens if his valuation exceetiseven thoughv, < v7;i.e., he
does not have a credible commitment to fight. By constructigris such that a defender
with that valuation is indifferent between appeasement acal&tson, which means that his
payoff from escalation is zero. Consider now somes (9, v}): a bluffer whose expected
payoff from threatening is strictly positive. Suppose now esgah involved a sunk cost
m > 0. If S; threatens withn, escalation will have two effects. First, it will uniformly re-
duce his expected payoff from escalation. In particular, thiamaehat); will no longer be
willing to threaten because his expected payoff from doing smwig strictly negative. But
this reveals the second effet: is now less likely to be bluffing, which means tttis less
likely to resist. This increases the expected payoff from etioaland makes it more attrac-
tive than before. However, it turns out that the first effect is gfewrthan the second, which
means that in general sinking costs will reduce the probalufityuffing in equilibrium.

The trouble with these strategies is that they can support a graay choices for the
valuation at whichS; is willing to escalate: one picks such a value and then detives
optimal signal and corresponding beliefs to make it work. As Fe&t®97, 76-77) argues,
all but one of these values are unreasonable if one applies tinévie Criterion (Cho and
Kreps, 1987). According to this logic, an equilibriumusintuitiveif (a) there exists a type
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that could profit by deviating from the equilibrium strategy if theould cause the other
player to change his belief and behavior, and (b) other typasat benefit from changing
their behavior even if it would lead to the same results.

This argument eliminates all equilibria except the one inchtihreats are genuing; =
vi. To see why, note first that Bayes rule does not specify Bpahould update her beliefs
if she observes an unexpected escalation level m*. This is a zero-probability event,
and the theory allows the analyst to prescribe beliefs for any sueht. To sustain these
equilibria, we require that i§, observes such a high level, she infers thats unresolved.
This is an odd inference indeed becausg, if valuation isv;, paying anyn > v; is strictly
dominated by living with appeasement: everSif capitulated for sure (the best possible
outcome), his payoff would be; — m < 0. This now means that if; sinks just enough
costs to make the smallest-valuation type among the resolvesl«, indifferent between
appeasement and escalation, thershould conclude that the signal could not have possibly
been sent by any; < vy. That is, the probability tha$; is bluffing if he escalates must
be zero. This, in turn, implies that only resolved challengeraldoesist, and s, = v;.
Fearon proves that if his valuation is high enoudh,could profitably deviate to such a
strategy as long a8 < v}, and hence all such equilibria are unintuitive.

In other words, as long &g is high enough, the Intuitive Criterion eliminates all bluffing
equilibria analogous to the ones identified in Figure 2.2(b),laades only the analogue to
the genuine threat equilibrium in Figure 2.2(a). However;ifis not high enough, which
may be the case because of the restrictions implied by Assompti, then the forward in-
duction logic will not be able to eliminate bluffing compliteThis is because the maximum
valuation of the defender may not be high enough to make théiirg deviation worthwhile
even for him. In that case, we would eliminate all equilibriagptathe one wheré; < vy is
chosen such that; has no incentive to deviate. That is, the unique equilibriuithimvolve
bluffing. It appears that in terms of strategies, sinking coststsall that different from
simple escalation.

The immediate question that arises is why this is the case: doegn’tS; make use
of the signaling device that allows for an infinite variety o€&satory actions? To answer
this, we must ask what it is tha; is supposed to be signaling. Although the uncertainty
is about his valuation, this is not what needs to be reveale$} t@t least not precisely.
What S, needs to know is whethe; would actually fight when resisted, that is, she is only
interested in whether his valuation is high enough to meetdmemitment threshold. As
we have seen, if the largest valuation is sufficiently higjentthe resolved; can choose
a signalm™* that is just costly enough to make mimicking by unresolvedsangprofitable,
and thereby convincs, that she faces a genuine threat. Obviously, mny m* will just
be a waste at this point—there is nothing to be gained by itumxs, will conclude that
S1’'s commitment is credible with justz*—so the costlier signal will not be attempted.
Sending a less costly signal is also unsatisfactory becsygell retain doubts abousf;’s
commitment and will therefore resist with a higher probabilitg. Rearon (1997, 77) aptly
puts it, “signaling dynamics drive the defender to signal ‘alhothing.’”

The close correspondence between sunk-cost signaling antesings escalation may
seem to imply that nothing can be gained from costly signalsai@, the ability to sink
costs will not alter the situation depicted in Figure 2.2(a}he slightest. Recall that in
this scenarioS; escalates only if he has a credible threat and in fact for sonuatiahs he
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appeases despite having it. There is absolutely no reasondstlg signal here: the costless
threat is sufficiently dangerous to deter all but the most resbiypes from making it.

If, on the other hand the scenario is as in Figure 2.2(b), then thigivet signal is lowest
cost that makes the defender with a valuation at the credgiltilieshold indifferent between
appeasement and escalation. Since sending this signahaié any unresolved defender
strictly worse off than appeasement, making such a threat wifilfficient to convinces,
of his resolve. This implies that 8§ is able to send a signal that is costly enough, not only
will the chance of appeasement increase (because only resgpesithreaten), but the risk
of war will decrease as well (because only resolved challengansl $irm). The ability to
burn money unequivocally helps strong defenders and hurts theaivee.

Whenv; is not sufficiently large, the Intuitive Criterion cannot elimate the bluffing
equilibrium. Efficiency concerns would le& to choose the least costly signal in this case,
and this would ber* such tha, is just indifferent between deviating in the manner pre-
scribed above and sticking to his equilibrium strategy. Sihde increasing inn*, the effect
is to choose the smallest possible range of bluffers, and sortilpility of bluffing with
a sunk-cost signal will be strictly lower than the probabilifybtuffing without one. Since
sunk-cost threats are more likely to be genuine, the minimumvesioat a challenger must
have to resist will be higher, and so the probability of war Wwéllower. Even when bluffing
is a distinct possibility, sinking costs can improve mattersafoesolved defender.

Burning money does not affect the ranking of an actor’s prefereneesvarious out-
comes. Sinces; pays these costs regardless of whether he attacks when resisted
they are irrelevant for his ultimate decision, which still turmstbe credibility constraint
in (CRy). Therefore, sunk costs cannot work as a commitment device airdfihetion
is purely informational. Except under conditions in which tesd escalation is sufficiently
risky, costly signals are worthwhile for resolved defenders andoesthe probability of war.
Furthermore, when both cheap talk and costly messages arebeadiastly signals can im-
prove the precision of communication (Austen-Smith and BanB80R Whereas sinking
costs does not alter one’s commitments, it may reveal thedilaility.

It may be difficult to find empirical examples that involve puralsgosts. One possibility
is the installation of nuclear missiles in Western Europe dutire Cold War. Under the
conditions of mutually assured destruction (MAD), these massitould have no bearing on
the likely outcome of an all-out nuclear war. Still, placifgin in Europe and maintaining
them there was quite costly to the United States and as sucthavaybeen done primarily
for purposes of revealing the American commitment to Europeamdef&Vhether this was
done more for the benefit of the Soviets or to reassure the Europieania uncleat?

Threats That Generate Risk

Thus far, credibility turned on the difference between the etqubpayoffs from backing
down and fighting. Fo§, this essentially reduced the calculation to his penuléncabice.
He was said to have a credible commitment if war was preferablagibutation. This very
comparison, however, became extremely problematic when iedanglobal nuclear war
between the two superpowers after the late 1960s, when thet&mien acquired second-
strike capability. During the era of Mutually Assured DestructiAD), each side could

15| thank Barry O'Neill for suggesting this example. Personal comigation.
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absorb a surprise nuclear attack and then deliver a devastatimger-stroke. This retalia-
tory capability meant that whoever started the thermonucleay ité end would always be
the same: both sides utterly destroyed. In this context, aetelib choice to attack became
irrational 16

In terms of our model, this meant that (©Rs never satisfied, even with incomplete infor-
mation. As we know, in this case compellence is certain to failalways resists regardless
of what she believes about her opponent because he will aleagyitulate. But when resis-
tance is certain, the$i, never issues threats because of Assumption 2.1. Uncert@ipéaes
to be irrelevant.

As it turns out, however, this is not necessarily the case. Tolelgm with escalation is
that in case of resistance it leau@swith a stark choice that he can never credibly threaten
to make. But what if he could threaten with the risk that things/rget out of hand, that
war would come by accident, that mutual destruction couldokagn spite of her efforts
to prevent it? Schelling (1960) was the first to suggestlineat that leaves something to
chancethe idea that whenever one cannot threaten to execute sogétht is too painful
for him, he could still threaten with it happening anyway. Ta,wian actor could diminish
the chance that he would be able to take the way out, then e potentially threaten with
an action that he would never rationally take.

One analogy is rocking the boat in the open sea when neith@ediMo people in it can
swim. If the boat capsizes, then both drown, a disaster akinutoally assured destruction.
Of course, neither player can credibly threaten the other tsipaghe boat on purpose.
However, a player could start rocking the boat, increasing tamece that at some point
it will destabilize enough and capsize anyway and neithenlevde able to stop it. The
guestion that the other player must now answer is: How mughisisy opponent willing
to tolerate, and am | prepared to run such a risk? As Schelling (1989 characterizes this
“competition in risk-taking,”

In this way uncertainty imports tactics of intimidation into the game. One can ammoderate
probability of disaster, sharing it with his adversary, as a deterrerdrapellent device, where

one could not take, or persuasively threaten to take, a deliberate laststdg into certain
disaster.

What does it mean for players not to be fully in control of events@unanalogy, an unex-
pectedly high wave could capsize the rocking boat, so rockifidesmostly safe although
there is a chance that it could turn into disaster. Players haveemtrol over the probability
of such a wave arriving, and hence the risk of disaster is “aumus” (Snyder and Diesing,
1977, 210).” Rocking the boat more vigorously increases the risk of capstzcguse even
moderately high waves could now cause it. By varying the vidaooking (the degree of
escalation), players can manipulate even the autonomous risk.

For a less whimsical example of threats that leave sometlnirchance, consider the
Soviet fighter planes “buzzing” the transport corridor during Bezlin Airlift in 1948—
49. Whereas shooting at the American and British planes wowd been too provocative

16 Brodie (1959); Kahn (1960, 1965), and Schelling (1966). €be990) discusses the issues in the context of
a series of formal models.

17 see Schelling (1960, 188) for an explicit recognition that tisk must be beyond the collective control of the
players, and Powell (1990, 16-20) for an extensive discussidm®ifdsue and a critique of its empirical
plausibility, a point to which | will return.
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and escalation, putting fighters in the flight path of thesesparts increased the risk of
collision but maintained plausible deniability. The Sdsieould exercise pressure with the
threat to down transports even when they would not willinglyially do it. The threat was
not negligible: in April a British plane crashed after gettingizaed”, killing everyone on
board (the Soviet plane also went dowf).

One need not be fully aware of the degree of risk his actions areaf@rgto put co-
ercive pressure on his opponent. During the Cuban Missile Crisi®©962, US President
Kennedy thought he was carefully managing risk by opting for éise bhggressive response
(blockade) and then restraining advisors who preferred an earhamitiésponse. In reality,
however, the US administration was unaware of the actual riskad running. Contrary to
its intelligence that estimated that none of the missileGuba were yet operational, some
were. Unbeknownst to the administration, the Russians hadsalst 42,000 combat troops
with order to use the nuclear weapons in the event of an Ameiisasion. There were
also tactical nuclear weapons that were under the commaneémér@al Gribkov who could
have used them had the US attempted a direct attack, not téamehé local commander
General Pliyev who could have launched the nuclear-tipped@®R@ssiles that were un-
der his personal command. All of this was known to Khrushchéiglvmeant that Kennedy
unwittingly manipulated the risks of the crisis and managequltonuch more coercive pres-
sure on his opponent than he could have had he known the treeo$tftairs. Khrushchev
was exceedingly fearful of the potential loss of control shoulduthorized or accidental
shooting begin (Frankel, 2005, 180). There was a distinct pitissiof loss of communi-
cations once US direct action began, which could only haveaagted the problem. When
Khrushchev found out about the American invasion plans (irolyidhis intelligence report
was actually incorrect), he “dropped a load in his pants” and reddnss brinkmanship tac-
tics.'” What to the White House appeared as reasonable and controfiaidtesn, was in
reality a giant step toward nuclear holocaust in the eyes oRtesians. No wonder, then,
that Khrushchev wrote the famous rambling first letter: from his pErtsype the Americans
were racing toward a global war completely unaware of the riskgwere taking, and he
had no way to tell them about it (and if he did, they would notehbelieved him). In this

18 Schelling (1966, 104, fn. 3) gives that example. In this patér instance, however, the tactic did not work:
the British started sending escort fighters with orders to prétecransports by shooting down everything
that appeared to threaten their safety. Continuing the ‘ingZzactic would inevitably result in the downing
of a Soviet plane that would shift the escalatory onus back erstviets: they would have to retaliate. In the
event, they stopped buzzing through the corridor.

19" Cited by Taubman (2003, 568). The Russians also had to deal wétinaGeho urged a first-strike. Just when
Khrushchev ordered that no US planes were to be shot at, Cadiedrthe Cubans to open fire on them.
This is in addition to the myriad accidental “escalations” thaturred during the crisis—from the
unauthorized downing of the U-2 spy plane by a Soviet commaaderthe straying of American aircraft
into Soviet airspace, to the CIA sabotage operations in Culievthe White House did not know about or
forgot to cancel. There were more, potentially highly explescoincidences. For instance, Operation
Mongoose (tacitly approved by Kennedy in March) was a cowita program for the possible invasion of
Cuba and overthrow of Castro. Ironically, it was scheduledXorober and had been infiltrated by Cuban
intelligence who knew about the tentative plans. When thew&2 shot down, Kennedy—who had received
reassurances that Khrushchev was fully in control of the sdnatinterpreted it as the Soviets eliminating
the reconnaissance so that they could complete the install§Eoaskel, 2005, 148). Khrushchev himself
heard a report designed to mislead him into believing that itthva£ubans who had shot down the plane
(158). On the tactical nukes, see Gribkov and Smith (1993, 28)7-
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Figure 2.4 The Crisis Game with Randomized Threats

instance, the lack of information—and the fact that Khrushdtresw about it—worked to
the advantage of the US administration: it was able to run upiskesf war far too high for
the Russians to handle. Much higher, in fact, that it woulEHzeen willing to had it known
about the details. The crisis would not have ended in suchsideg victory then.

The formal analysis of randomized threats supports the basghirisiat such threats can
be used even in a MAD context, albeit with qualifications altbair relationship to resolve.
For instance, it is not true that the actor willing to run thehagt risk under MAD would
prevail (Powell, 1990).

Although the notion of threat that leaves something to chamose in the context of
mutually assured destruction where neither side would ratpchbose to start a nuclear
war, it is a much more general concept. Randomized threats cadakin non-nuclear
crises where it is possible that the credibility constraint isséad. To see this, let us modify
the basic escalation game to all$/'s threat to involve an autonomous risk of war.

Figure 2.4 illustrates the new ganfg. begins by choosing a level of escalation, which in
turn determines the probability that war will comeS§ resists and befor§; could make
the final rational move. To simplify matters, | assume tfiatan calibrate his escalation to
pick the probability of breakdown even though in reality suchexize manipulation of risk
is implausible. However, as the boat analogy shows, one mgytiie risk of disaster even
when it is caused by an autonomous event over which playeses t@aeontrol. As before,
both players are uncertain about each other’s valuation.

Nothing changes fof5;’s final calculation: he still attacks deliberately if, and yiifl,
he has a credible commitment. Frasg's perspective, however, resistance is now riskier
because it takes into account that it may lead to inadvertanbermatter whas 's valuation
is. The expected payoff is standing firm nownigu,(v,) + (1 — m)[Gl(vf)vz + (1 -
Gl(v;"))wz(vz)]. Therefore,S, will resist if, and only if, this payoff exceedsa,. Hence,
the largest valuation at whick, will capitulate is:

L [ =(0=m)Gi(v])]c2 —az

TS — A =mGi(])] (@4)
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Settingm = 0 reduces this to (2.2), the threshold in the basic crisis game. fassheve need

to consider the two basic scenarios shown in Figure 2.2. Fuppase that the situation is
as in Figure 2.2(a) and th&{'s escalation signals a credible threat to fight. This mearts tha
S will resist only if her credibility constraint is satisfied aslivfer doing so means certain
war. The presence of a randomize threat changes nothing ingbiah: either resistance
automatically leads to war or it leads $9’s decision which is guaranteed to be for war as
well. Any type that escalates here can pick any risk, includiagisk, and it will not affect
equilibrium behavior. This is analogous to the dynamic ingbhek-cost game in the sense
that under these conditions, the threat itself is sufficiemetvealS;’s commitment.

Consider now the scenario in Figure 2.2(b) where it might be plessir S, to escalate
even if he is not resolved. The proposition that follows essaigls the main result: whefy
can make threats that generate risk, he will not make partial ¢omants. Instead, he will
opt for an action that irrevocably commits him to war even if hailddhave liked to have
the chance to back down #, happens to resist his threat.

PRoOPOSITION 2.4 (Randomized Threat).In the the escalation game with randomized
threats, the defender threatens with an action that willoawdtically lead to war if the
challenger resists even though he might not fight if he hafitlaéchoice. The risk of war is
positive if the defender escalates and he might end up figletren thought he would have
preferred to capitulate when resisted.

The logic behind this result is as follows. If the defender is nesa| then it does not
matter to him whethe§,’s resistance causes war by chance or through his own actiés. Th
type of defender will therefore maximize the probability tisatcapitulates, which he can
do by burning the bridge (i.e., choosing= 1). This now implies that any choice of a less
risky threat withm < 1 unambiguously reveals that the defender is unresolved. Utlike
basic and sunk-cost games, however, this does not meas:thvail resist for sure; after
all, there is a positive probability that war might occur by mb&. However, as Appendix A
shows, the benefit from increasing the probability of her cagiitoth offsets the cost of a
larger risk of war if she does not. This means that some, butlhatnresolved types would
prefer to commit themselves fully. This, in turn, implies tisatwill resist only if she has a
credible commitment as well: even though she knows that hgormgnt might be bluffing,
this is irrelevant for war is certain if she stands firm regardlesshadtw; might do in the
endgame.

In contrast to the sunk-cost gan®, can threaten by burning a bridge even if he is un-
resolved. In contrast to the basic game, this threat will havednee effect orb, as if she
believed him to be resolved. The ability to employ threats ksate something to chance
restores the possibility for bluffing in equilibrium. From the gestive of an unresolved
defender who values the issue sufficiently to make this thieigtability unequivocally im-
proves his position compared to sinking costs. Recall thattim¢ sunk-costs equilibria do
not permit bluffing, and therefore all these types will be deterredtdioe, which is not the
case here.

When it comes to crisis stability, however, randomized thraegdefinitely riskier than
sunk-cost threats. The probability of compellence failure iases becausg can escalate
even if he is not resolved. Even worse, so does the probabiliyaotbecause if, resists,
which she does in both models with equal probability, war igerikely due to bluffers
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not having a chance to capitulafehe ability to run risks improves the expected payoff of
some unresolved defenders, but does so at the cost of arageckerobability of warAs
mentioned before, this is a result that extends to general casjgming models.

Compared to nuclear deterrence under MAD, conventional detexrehere there are
types who may have a credible commitment to fight changes thamigs of randomized
threats. As we have seen, instead of actually leaving anytioichance, defenders whose
resolve is high enough fully commit to fighting in case of resista Just as in sunk-cost
signaling, the escalatory move is an all or nothing propasitiat unlike that case, it can
involve bluffing. The defender effectively says, “I will fighthether or not | am committed
because | will have no choice if you resist my demand.” Because 1 makes this statement
truthful, the challenger behaves as if her opponent is resaved though she knows he
might not be. Note, however, that not all types of defendel attempt this escalation: it
involves creating a risk of war that, < ¢; are unwilling to bear. As such, randomized
threats serve as costly signals.

It may appear that threats that leave something to chance ruragpto logic: after all,
if the challenger resists, the unresolved defender would d&amrtyto be able to escape the
escalatory commitment and back down. &oposthe is in a worse position. However, as
Schelling (1960) observed, making oneself weak may yield gabaing leverage, as it does
in this case’® By removing the option to capitulate, the defender makes hlsdéresolve
a non-issue. However, the extreme choicenot= 1 suggests that randomized threats are
only analytically interesting in an environment where war i torst outcome for players
regardless of their valuation. As we shall see in the next@®ctionstraining one’s future
options in this fashion is a rather strong commitment device.

Before we turn to that analysis, it is worth noting that there arengtsubstantive ob-
jections to randomized threats. Fearon (1994a, 579) and S¢B0B4, 43) both argue that
treating the onset of war as a stochastic event over whichsalcéwe no control is somewhat
unsatisfying. As many researches have repeatedly noted, thiis ianot only empirically
rare, it is made more implausible by the fact that leaders ofterupistsategies designed to
minimize the shared risk of disaster, not increag it.

2.3.2 Constraining Future Choices

The results from the randomized threat game already suggest tdatirnoneself unable
to exercise a tempting choice may be a useful commitment deViwe classic example is
“burning the bridge”: if one cuts off his escape route, then omenot retreat no matter
how hard he wishes to, which means that he will have to fight @vka preferred flight

20 He refers to this as “relinquishing initiative” (Schellin966, 43-49). In our equilibrium, by escalating with
m = 1, S effectively relinquishes the choice to go to warSg, and is able to extract advantages from it.

21 gsee, for example Young (1968) and Snyder and Diesing (197 Gefoeral critiques, and Trachtenberg (1991)
for a rather devastating skewering of the archetypal intéaom of July 1914 as a crisis in which leaders lost
control of events and ended up in a war nobody wanted. Ma&@idI{1961, 202) even goes as far as
suggesting that leaders should exhibit “anxious attentiomirol problems, even to the extent of hidden
collaboration on the part of the principal actors duringehey phases of a crisis.” Zagare and Kilgour (2000,
54-57) further argue that requiring chance to impose an out¢baten actor would not rationally choose
does not solve the credibility problem. This is not an issue mitiddel, however, because resolved types do
prefer fighting to backing down.
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to a fight (Schelling, 1956; Elisberg, 1975). Burning the bridgddtes the opponent with
the unenviable task of choosing between certain war and hgdown. It eliminates the
temptation to flee, and makes the commitment to war creditda & unresolved types.

There is no shortage of examples of this tactic. When Hernan €quit#n to capture or
kill Montezuma became generally known, there was defeatistafateturning to Cuba
the enterprise seemed too risky and daunting. After foiling amiosmsy to kill him, Cortés
ordered nine of the twelve ships anchored off Villa Rica to bkedaground and stripped of
all the rigging, sails, and guns. His excuse to the men wadlibatessels had been rendered
unseaworthy by the wood-beetle, but as many at the time reaaynizdithout this drastic
action he would have been unable to muster enough men for ped#ion into the heart
of Mexico. Cortés himself admitted as much later when he seitidfter the grounding the
expedition “had nothing to rely on, apart from their own handsl, #ue assurance that they
would conquer and win the land, or die in the attenpt&s Prescott (2001, 267) concludes,
“The destruction of his fleet by Cortés is, perhaps, the most reablelpassage in the life of
this remarkable man.” (Incidentally, the famous “burning of thaes” never took place—
they were beached.)

During the tumultuous twelfth century, the Minamoto clan wasgling to gain supremacy
over the powerful Taira in Japan. In 1185, Minamoto no Yoshitsemgaged the Taira off
the coast of Shikoku island. Prior to what became known as #t#eBof Yashima, Yoshit-
sune’s ally Kajiwara opined that it might be prudent to fit tHedats with “reverse oars”
so that they could maneuver more easily. Yoshitsune, whoprated the boats’ agility as
facilitating desertion, vehemently objected:

A soldier enters battle with the intention of never retreating. It is only after shiraye gone
badly that he [even] thinks of turning back. What good can come frapgring one’s retreat
in advance? Your Lordships may fit these ‘reverse oars’ or ‘tacklpars’ to your ships by
the hundreds or thousands as you please. | myself am quite satisfiedewvittdthary oars that
have been used in the past.

During the Second World War, Japandsanikazepilots took fuel that would only be
enough to reach the American ships: even if one’s nerve faildtedast moment, the alter-
native to ramming the enemy was drowning futilely in the open sea

As obvious as this tactic may seem, sometimes armies getdrapletely wrong that the
effort is more farcical than heroic. During the Trojan War, the Trejegpeatedly tried to
burn the ships of the invading Greeks. They failed but had thegeeded, they would have
committed the horde to seeing the siege through. While the shifvived, escape remained
an option: after Hector’s fierce assault that breached the praeempart, Agamemnon
himself lost heart and ordered the ships closest to the shoteinled down and rowed into
the sea and then, should the Trojans refrain from fighting duringitite,rusing the cover
of darkness to evacuate the remaining ships for there was “noesiamunning, fleeing
disaster, even in pitch darkness.” Odysseus, who understrbelcty well that the retreat
would turn into a rout, flew in anger and shouted at the king:

Now where’s your sense? With the forces poised to class

22 Cited in Thomas (2005, 222—23). Even Emperor Charles himselfdiater explicitly acknowledge that the
beaching of the ships was instrumental in forcing enough menlmf&ortés to Tenochtitlan (see fn. 82 in
Thomas (2005, 223)).

23 Morris (1975, 83).
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you tell us to haul our oar-swept vessels out to sea?
[..]

Achaean troops will never hold the line, I tell you,
not while the long ships are being hauled to sea.
They'll look left and right—where can they run?—
and fling their lust for battle to the wind$.

The Trojans would have been better advised to help the Greeksrhare comfortable
“retreat” vessels rather than burn them!

One should be careful not to burn the bridge for one’s opponenttargiéave him no
choice but to fight to the death. As the 10,000 Greeks were mdkiigway through the
Persian empire during their abortive attempt to help the preteQgris seize the throne,
they had to fight numerous battles with hostile locals. During operation in the moun-
tains, the Greeks had to dislodge the Carduchi tribe. Xenoph@ommand of the baggage
train, was making his way to link up with the rest of the Greeksmwhe ran across the
enemy occupying a ridge. The hoplites attacked the Cardukinigaare that “They did not
attack from every direction but left the enemy a way of escape, Wéeted to run away”
(Xenophon, 1950, 182-83). The advantage of committing onegglé ensuring that the
enemy is not similarly committed is well-known to battle tains. It is for precisely this
reason that Xenophon (1950, 286-7) counseled as follows:

I should like the enemy to think it is easy going in every direction for him to agtieut we
ought to learn from the very position in which we are placed that there iafletydor us except
in victory.

As any rule, this one has its notable exceptions. When mosteo€ombat is hand-to-
hand, a tightly-pressed encircled army may not be able to takensalye of its numbers
with only soldiers along the perimeter being able to engagetieeny. In such cases, utter
annihilation is a distinct possibility, as the Romans fountiwhen Hannibal trapped them at
Cannae. Cutting off the means of escape also means cutfitfgeaheans of supply, which
usually renders a modern army helpless as well. When the Germacokeat Stalingrad, the
Russians—uwith their backs to the Volga and retreat additipaiédcouraged by the NKVD
shooting deserters—held until Zhukov could complete thereleenent and spring the trap
on General Paulus. The Sixth Army held out for longer than onddvoave expected un-
der the circumstances but in the end it had no choice but to slerertheLuftwaffewas
incapable of resupplying it in the bitter winter weather (Bze998).

To investigate the possibility of this type of commitmeng wan modify our basic crisis
game to allowsS; to escalate in one of two ways: he can “burn a bridge” in whiclkecas
resistance bys, means automatic war, or he can escalate by keeping his egalapeopen.
Since we have already analyzed these situations separatgipgpthem together does not
require additional work. Burning the bridge ensures that the ehgdr will only resist if she
has a credible commitment; that is, it guarantees the largebtpility of her capitulation.
A resolved defender would only choose to escalate without bgrtiie bridge if doing so
yields that high probability. This can only happerSif believes that the threat is genuine.
But if an unresolved defender can profit from this belief and eseataensS, will have no
reason to think that the threat is genuine. Therefore, a resoeddtr will always burn

24 Homer (1990, 372-73).
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the bridge. It now follows that he may also choose to do so if heissolved. The logic is
analogous to the one behind the randomized threat result in Sitiopo2.4.

Everything that we found about randomized threats then appliesrning bridges. This
includes their substantive implausibility, albeit for $ltty different reasons. Eliminating al-
ternatives that one may be tempted to take can result in enthdrargaining strength but
requires willingness to tolerate significant risk of failure (Sthg, 1960, 178—-83). After
all, should the enemy misperceive or fail to notice one’s cament, the result can easily
be disastrous for both. The more absolute the constraint on inehidne more credible the
commitment, but the higher the risk one must run. But this isiped¢ what makes burn-
ing bridges unattractive to states during a crisis. As Young (@88 9) observes, leaders
always want to maintain freedom of choice, especially with eesfo the final decision for
war and are very unlikely to pursue any tactic that would lockrthieto a position from
which they cannot retreat, even if doing so would confer a baiggiadvantage. After not-
ing that they could find no unambiguous instances of thisdattheir data set, Snyder and
Diesing (1977, 213-14) go so far as to claim that the reasonetyey discuss it, “other than
logical completeness... is that it is quite prominent in tkisteng theoretical literature,”
and so they expected to find many cases where it is #sEthally, Petersen’s (1986) sta-
tistical analysis also finds that the results are inconsistéhtleaders firmly committing to
a strategy that gives their opponents the “last clear chatocavoid war. Rather, they are
consistent with analytical behavior based on assessmenpeicted outcomes.

Given that leaders actively search for options during crises eodstiously use analytic
decision-making procedures at least some of the time” (Herek,et387, 218), this fail-
ure to find instances of them using the tactic is pretty alarnifngndering the credibility
problem moot is so extreme that it is substantively implaesitiien perhaps a tactic that
varies the degree of one’s commitment may be more attractive 7awedeen that random-
ized threats cannot help because they produce a result equit@leurning bridges. Some
subtler rearrangement of incentives is necessary.

2.3.3 Manipulating Incentives

| began the section on costly signaling by writing about “sajvthe credibility problem
‘caused’ by uncertainty.” There is a reason | put the waadsedn quotation marks. In my
view, uncertainty is not nearly as big of a problem as not havingedible commitment in
the first place. Focusing on communicating resolve side-stepsather important issue of
establishing the commitment. That is, whereas the informalimpproach takes the strategic
environment as fixed and then analyzes the effects of changfogriation, it neglects one
simple, and yet fundamental, observatiaators can restructure their strategic environment
While we shall continue to maintain the assumption of prefegsiiixed for the duration of
the crisis, we shall permit actors to rearrange their incentivésteir actions.

25 strictly speaking, they refer to a more general tactic that thleel a “committing threat” where the move
creates a commitment that did not exist before. Burning bridg#eei clearest example of that, but their
discussion makes clear that they have something more general in egadde this commitment is created
“via the engagement of additional values (honor, resolvetegjmn, etc.) that would be lost if the threat is not
fulfilled.” As | note below, this is precisely the audience &ostctic, so their empirical criticism should be
taken to refer to such strategies as well.
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How can players rearrange their incentives and what are the asersees of doing so?
Since the ultimate choice between fighting and backing danat the heart of the credi-
bility problem, let us consides$;’s final decision. Recall from (CR that he has a credible
commitment when his expected payoff from going to war is attlaaggood as the payoff
from capitulating. This means that if he can manipulate oneodh bf these payoffs, he
can change his incentives to go to war; that is, he can altecdmsnitment. In particular,
any action that increases his expected payoff from war relatitieet expected payoff from
capitulation can serve as a commitment device.

Consider a defender with valuatian and suppose that (GRis not satisfied, and so
he does not have a credible commitment. Using;) to denote the expected payoff from
backing down, this means that; (v;) < a;(vy). If S; can increasev;(v;) or decrease
ay(v1) until the inequality is reversed, then he will have establisheeommitment not to
back down. Recall that sunk costs do not change the relatpms&iween these payoffs
because they are subtracted from both sides of the inequality.

Threats that leave something to chance also do not changedietives at this point. If
anything, these threats appear counter-intuitive becagsesasing the risk of disaster actu-
ally increaseghe payoff from one’s own capitulation because this is one waglieve that
risk (the other, of course, is the opponent’s capitulation). freotvords, the longer the crisis
persists and the higher this risk gets, the more likel§,iso quit. Coercive pressure comes
not from rearranging incentives here but from foregoing earlier oppitieario concede. It
is preciselyS;’s refusal to take the ever more tempting way out that revealsxtenteof
his resolve. Like sinking costs, threats that leave sometiichance are about transmitting
information.

Burning bridges does not as much rearrange one’s incentives miihates options
altogether. Although this extreme tactic is probably not sthing that leaders often, or even
sometimes, contemplate, it has the kernel of the commitnremiegs. Rather than making
the commitment absolute, actors may opt for a more graduatedagbprd/hat are some
of the ways thatS; can manipulate his relative ranking of fighting and capitolativhile
keeping his valuation fixed? As Schelling (1958) observesctor aan establish a credible
commitment by deliberately imposing on himself costs thawvbald have to pay if he fails
to carry out the threat. If he does that, “he reduces his own payoéfitives to break the
pledge—perhaps to the point where it would become irrationateakoit” (Ellsberg, 1975,
26). Scholars have proposed what amounts to numerous variani® @feineral ways to
accomplish this.

Domestic Political Audiences

Fearon (1994a) offers a dynamic commitment model where an actomeaipulate his
payoff from capitulation after escalating. Leaders who choossottinue the crisis incur
ever increasin@udience costghat is, the longer they escalate, the costlier it is for them
to back down. If they prolong the crisis sufficiently, they wi#ddome locked into positions
from which neither would recede, and the inevitable outcomkbeilwar. The basic mech-
anism that enables them tie their handsrelies on progressively decreasing the benefit of
peace until at some point war becomes the more attractiveroffi@aron (1997) compares
tying-hands signaling to sinking costs and finds that whilgfislg also never occurs in
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w1 (v1), w2 (v2)

0, 1%}

Figure 2.5 The Crisis Game with Audience Costs

equilibrium (just like the other scenario), leaders always dtebély tying hands rather than
sinking costs.

Before investigating the sources of these audience costswibrithwhile to outline the
logic of Fearon’s (1997) results. A slight modification of theypffs in the costly signaling
game in Figure 2.3 produces the audience-cost model in Figur&esonly difference is
that whereas sunk costs are paid regardless of the outcomeneaidiests are paid only if
S, fails to carry out his threat. Setting = 0 makes this model equivalent to Fearon’s, and
since his analysis applies even with> 0, | will only summarize his results.

PROPOSITION2.5 (Tying Hands). The escalation game with audience costs has an essen-
tially unique equilibrium. The defender threatens with a that incurs enough audience
costs to commit him irrevocably to war, and the challengsises only if she has a credible
commitment.

Observe first that whereas in the sunk-cost game higher levedsalsdion had no bearing
on S;’'s commitment, they do affect it in this game. In particular, Wiee his credibility
constraint is satisfied now depenisthon his valuation and the chosen level of escalation.
S, fights if, and only if,w; (v;) > —a; —m, or if her valuation exceeds the critical threshold
that itself is a function of the escalation. This credibilityeshold is defined as:

Ci—dy—m

vy(m) = ——. (2.5)
P

Comparing (2.5) to (2.1) shows that the commitment threshold aitience costs is lower,
and that it is decreasing in these costs. That is, the higleetdhts thatS; can impose on
himself, the lower the valuation necessary to make him willmgesist. By varying the
level of escalation$; can change these audience costs, and therefeasde a commitment
where none existed beforBor example, take somg < v} in the original model. This
type does not have a credible commitment to attack: his valug vy — v, short of the
threshold. However, this unresolved type can close this gapdawyring audience costs of
m = p(vi — v1). Note that the required costs are smaller than the gap itselfctiaficthe
fact that increasing them lowers the threshold. If this typernset leasin audience costs,
then he has effectively tied his hands, and will go to war ifstesl.



2.3 The Search for Credibility 39

How would S; then escalate to influenc®’s beliefs? The most convincing escalation
would only leave a resolved challenger resisting. Resolveddyhat are willing to escalate
maximize the probability tha$, will capitulate. Suppose they send a sign#l that some
unresolved types are willing to mimic. In equilibriusy, will take into account that there is a
chanceS; might be bluffing, and will resist with a higher probability laese war would not
be certain. But a resolved type can always improve his payoffibyrring higher audience
costs: he would not have to pay them because he never capdtaladS, will be more likely
to capitulate herself because she knows that the higher therae costs, the more likely is
S to be resolved.

Since there is no restriction on the amount of audience codtshiibaefender can gen-
erate,n > 0 can be arbitrarily large. Resolved types can increase theis cogt it is no
longer worthwhile for an unresolved type to mimic their behaviBecauseS, always re-
sists with positive probability, an unresolved type alwaysefathe prospect of having his
bluff called and ending with the capitulation payoff. If thiaywff is sufficiently low, then
escalation will be strictly worse than appeasement no matierdmall the probability of
resistance is. In other words, resolved types can generate hogigleaudience costs to pro-
vide this disincentive, and hence in any equilibrium the phbiliig of bluffing will be zero.

Sincem™® > 0, it follows that v} (m*) is strictly smaller tharvy from (2.1). Not only
are there no bluffers in this equilibrium, but the range of genueferttlers is strictly larger
than the range in the sunk-costs and the basic models. Incurritigrnae costs has enabled
some of the otherwise unresolved types to create a credible dorentiand communicate it
effectively to S,. By effective communicationmean that only resolved challengers choose
to resist: whers, decides what do, she is fully aware that her opponent has a tredibat
to fight. In other words, this is the best the defender can do uhdasircumstances.

As in the intuitive sunk-cost equilibriung;’s signal completely resolves the uncertainty
about his commitment. The logic here is straightforward: becausé@nce costs are only
paid if S is forced to back down from his commitment, he can generate castsith as
high as necessary to lock himself into a position from which held/mot recede. There
is nothing in the model that restricts that ability, and corresligly high-valuation types
can maken™* arbitrarily high. On the other hand, there is always a chanceSthaill resist
anyway, and since concessions are not worth much to low-vatudéfenders, they will not
want to commit themselves.

Comparing this model with risk-generation reveals the escaldkiceshold remains the
same whethelS; escalates with a randomized threat or by tying hands. Thisrisaps
not surprising since either method comméis to inevitable war. It is just that with risk-
generationS; may not be resolved: rather than manipulating his incentivesemoves the
tempting option altogether. Because this escalation &ndisdly costless (burning the bridge
is free as are audience costs in equilibrium), the same typesatscalder either scenario.
For this reason, | shall treat the two models as equivalent Buakequent discussion.

In contrast, the escalation threshold with audience coslswer than in the sinking-
costs model. In other words; is much less likely to escalate by sinking costs than by
tying hands. The reason for this is intuitive: although in thd &, is just as committed to
fighting, it is costly to reveal that fact and the costs mustriogiired in equilibrium, which
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in turn deters some lower-valuation types from escalating. Thiegiibty that.S; will opt
for appeasement is higher when his only signaling option srtk costs.

This now allows us to evaluate the equilibrium risk of war. Inthike modelsS, stands
firm whenever she has a credible commitment. Sificaever capitulates after threatening,
the probability of war conditional on escalation is the saihis the probability thatS, is
resolved. The overall risk of war therefore is the joint probabilitst S; escalates and,
resists. The second quantity is constant across the modets) mieans that the difference
in the likelihood of war turns entirely on the different probadiel of escalation. The higher
probability under tying hands translates into higher risk of &s well. In other words,
sinking costs is the safer signaling mechanism, as Fearon)1i8€g as well.

The audience cost mechanism has become quite prominentdretioal and empirical
work2® However, despite its popularity, it is silent on two criticegiles: how does a leader
go about generating these costs, and how does he signal tagiitede to his opponent?
We have had limited success accounting for the mechanisnsiofoundations; that is, the
domestic politics that would generate these costs (SmittBH)Q%or example, why would
citizens punish a leader who manages to avoid war (Schul®9)290ne possible answer
is that they worry about the country’s international reputationigdger and Smith, 2002),
but that requires an unstated assumption that citizens careabout it that the leader does
(Slantchev, 2006).

As Fearon (1997, 80) emphasizes, the mechanism requires thendiegassumption
that leaders are able to generate sufficiently high levels cfaep audience costs; so high,
in fact, that peace becomes worse than war. When one talks #tiogs as vague and as
amorphous as “national honor” and compares them to the bloedjdktruction of lives
and property, and the psychological scars a war invariably isfba its participants, this
assumption becomes heroic indeééd.

Still, it may not be that hard to find suggestive examples ofenak costs from history.
In 1494, Charles VI, the King of France, decided to press the Ampelaim to the thrones
of Naples and Jerusalem, and in September invaded Italy. Wéhearit envoys to Florence
to obtain permission for the French army’s march through Tuscaayp Ele’ Medici de-
cided that the city-state should remain neutral. Even worsealvagjzed opposition to the
Angevin cause and dispatched mercenaries to the borders to pteedting’s entry into
Tuscany. His zeal was not, however, matched by the influgfitiaentines, some of whom
even tried to enter into secret negotiations with Charles to vertite Medici from power.
Within a month, Piero discovered that he was virtually aloneigndpposition, with help
forthcoming neither from within the city nor from without, for nedththe Papacy nor Venice
would stand in the way of the immense French army. With the Kingaples already suf-
fering a defeat in Romagna, Piero abandoned his stand and weeityséz Charles hoping

26 gcholars have used audience cost arguments to explain depimepa(Schultz and Weingast, 2003),
peaceful conflict resolution (Lipson, 2003, Ch. 1), allianekability (Gaubatz, 1996), economic sanctions
(Dorussen and Mo, 2001), trade agreement compliance (Mansfiald 2002), international cooperation
(Leeds, 1999), monetary credibility (Lohmann, 2003), crisiskgon (Eyerman and Hart, Jr., 1996), and
militarized dispute outcomes (Palmer and Partell, 1999). G@@a1() studies the supposed variation of
audience costs across regime types but has doubts about thedrstsumptions about the electoral process
that underlie audience costs models.

27 O'Neill (1999) will probably disagree with this brusque dismisstihe value of national honor.
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to get him to spare the city through a voluntary submission. Riapitulated to all of the
king’s demands but when he returned to Florence Pthieri refused to admit him through
the main gate of the palace and soon crowds gathered aroundinghimsults of his be-

trayal and even throwing stones. The frightened Piero fled theagityhis family, and the

Signoriaformally banished the Medici from Florence in perpetuity, offeredigehreward

for Piero’s head, and plundered the rich family holdings. They tsubmitted to Charles
anyway (Hibbert, 1974, 182-88). If this is a rather serious examipda ancurred audience
cost, it does demonstrate the danger of inflaming public opito follow a bellicose course
of action and then folding abjectly when one’s bluff is called

On the other hand, one frequently hears the importance of Kefanyaalylic threats in the
Cuban Missile Crisis. But as Frankel (2005) and Gaddis (1998} bancluded, Kennedy
was probably quite prepared to back down if that proved to be theveay to avoid war.
Gaddis (1998) is explicit: “far from placing the nation and therld at risk to protect his
own reputation for toughness, [Kennedy] would probably haveékédaown, in public if
necessary, whatever the domestic political damage migla bagn.” Of course “whatever
the damage might have been,” Kennedy certainly did not expectesult in loss of his own
life or property.

Sometimes, one may not have the luxury of backing down beaase audience costs
may provoke the opponent into attacking. If one manages to ¢oomaself to a position
unacceptable to the opponent then the outcome may not betivessions one hopes for,
it may well be a war one really wished to avoid. Something likis happened during the
border dispute between India in China from 1958 to 1962. We sh&duds this case in
some detail in Chapter 5. For now | just wish to draw attentionhie effect of Nehru’s
policy. After he was forced to disclose his correspondence wihCthinese to Parliament
in 1959, his options rapidly decreased. In fact, by late fallhaittyear he had effectively
committed his country not to negotiate with the Chinese olierterritories. The public
outcry to what he had framed as Chinese intrusion into clearly trigiaitory—a matter of
national honor—and his repeated reassurances that the IndiagnwasTeady to throw them
out by force if necessary (both were false) ended up saddling himaokiarges of pursuing
a policy of appeasement when he did not pursue a more vigoroicy.pbhe Opposition,
quite reasonably, wanted to know why the government is notiegethe Chinese from the
disputed lands, an obligation implicit in its definition bEtissue as a matter of the territorial
integrity of India. The criticism intensified after the publi@ateed that Nehru had invited
Zhou Enlai for talks in the spring of 1960 right after reiteratingtthe would not negotiate.
This involved some inspired casuistry on Nehru’s part in whichmfamaged to square the
circle by arguing that talks and negotiations are very differeinigis. Observers like Walter
Lippmann commented on the pernicious effect of publicizirgdispute and how it made
a peaceful resolution impossible. Nehru had succeeded in dtingriiimself to the most
expansive demands possible. The problem was that he alsolkd@ncould not fight China
to obtain them. That the Chinese believed his commitmentacless: they finally gave up
hope of getting India to negotiate—on October 20, they add@nd imposed by force what
they had proposed to negotiate peaceftilly.

28 See Maxwell (1970) on the public storm after Nehru’s invitatto Zhou (150) and after the letter in the
summer of 1962 (244).
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Audience costs can also work in exactly the opposite way: toeyd punish escalation
and prompt the leadership into ill-advised conciliatory bebiathiat will undermine its coer-
cive strategy. For instance, when public opinion polls resg#hat a majority of Americans
opposed the doubling of the forces in Saudi Arabia in the fallOL@® escalation designed
to deal with the failure of the sanctions regime to evict Saddaissein from Kuwait), Pres-
ident Bush made a dramatic public offer to for direct talks betwibe United States and
Irag. The represented a drastic departure from previous policy thatdmesistently refused
to engage Hussein without a withdrawal of his forces, and wasjved as a major con-
cession by the Iraqgi dictator who believed it revealed the Idakesolve to resort to force
that he was counting on (Freedman and Karsh, 1993, 235-37). Im#f#sce, instead of
committing the administration to the use of force, escalasiandience costs compelled it to
take steps to defuze the crisis or, failing that, demonstragquixocally that war was indeed
the last resort. Indeed,

the reaction to Bush'’s ‘extra mile’ initiative was far warmer among Sadslalties and the non-

aligned than it was among members of the coalition [which] indicated the pridad suspicion
that the exchange of visits would be a prelude to a selfdut.

The audience costs, far from enhancing the credibility of thgimal threat, undermined it,
making it far more likely that Hussein would resist in the hotlest the coalition will fall
apart before decisive action could be taken.

Another problem is that the government may not be able to restutience costs to the
capitulation outcome. As Chiozza and Goemans (2004b) hawerstthe hazard of losing
an office after a war is not systematically higher than after sissrbut the fate of a leader
who is ousted after losing a war is significantly worse thanimgtusted without fighting
one. In other words, while it may be possible to generate aueiensts, they affect the
expected payoff from war in addition to the capitulation p&ydhder some circumstances
(e.g. non-democracies), they may actually make war worse tharessions, that is, an em-
pirical direction exactly opposite to the one postulated keyttteory. In any case, the range
of audience costs that the government can generate depresdegresequently does not
permit the full separation we observed in the original audiensésanodel. If governments
are limited in the magnitude of audience costs they can generatannot restrict them to
the capitulation outcome, then their signaling abilitieslthe precipitously. Coupling this
with the theoretical difficulties in accounting for the genimatof these costs in the first
place only makes matters worse.

Reputation and International Audiences

If leaders cannot generate sufficiently high domestic audieosts, then perhaps they could
rely on costs that other audiences can impose? Interstate aresasually public affairs and
every international actor is a potential audience even if hesdmt participate in the crisis
himself. Leaders may contemplate the inferences that thes¢agpscwill draw, and the
consequences this will have in future interactions with thenother words, leaders who
may not be overly concerned about being punished by a domestierace, may well be
worried about suffering at the hands of an international one. kamele, if backing down
in the present crisis convinces another adversary that one isalved, this may undermine

29 Freedman and Karsh (1993, 240-41).
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one’s deterrent posture with respect to that adversary, and gegeipifresh challenge with
potentially devastating consequences. It is worth notingttiecosts from new aggression
are likely to be far worse than anything a domestic audiendleglylto impose. Perhaps such
reputational effects that concessions may have can helgisktatedible commitments?

Certainly history seems to be full of instances where a leadeeappaware that his
actions may cause others to revise their expectations to thiendat of his reputation, and
where this seems to have caused him to alter his behavior congisgly>° Charles V
worried that challenges to the periphery of the Habsburg Empéiegih unpunished would
encourage his enemies to threaten its core (Hopf, 1991). Dean échasried that if the
US did not help Turkey stand up to the Soviets in 1946 over ttaétstthe “whole Near and
Middle East” would collapse, the so-called Domino Theory (Asdre 1987; Mark, 1997).
President Kennedy worried that if the US did nothing to compeShviet Union to remove
its missiles from Cuba after he had made a clear deterrent threafdilled), the Russians
would be encouraged to test American resolve in Europe by movingest Berlin. Sagan
(2000, 98) in fact uses this case to illustrate that becaudeeofefputation costs of failing
to follow through, a “deterrence threat does not jieftecta commitment to retaliate; it
createsa commitment” (emphasis in original). This, of course, is prégitiee point | am
making here although | would not call the result the “committieap,” if only because one
is not really without an option: not starting a war certainly aj remains a possibility, and
reputational consequences be damned.

Reputation can be engaged by verbal, rather than physicat, ‘ddte usual way that
leaders commit themselves is simply by their words. Someone létks away from a
clear statement will lose future credibility and reputation” (@il 1999, 127). From a
theoretical standpoint, words are cheap, ahdap talkis supposed to be ineffective pre-
cisely because it is costless. We know, of course, that theeddsersarial the setting, the
more information would costless communication convey (Crawford Sobel, 1982; Far-
rell and Gibbons, 1989). However, a crisis is the epitome of aemdrial confrontation, so
why should words matter? Under the reputational hypotheséghvords acquire binding
meaning because actors latch onto them and condition thanefbehavior on whether one
abides by the statements he makes (Sartori, 2002). GuisingeBraitd (2002) make the
intriguing argument that because of these reputational coaam the international level,
citizens would want to punish their leader when he is cauglifibg. The concern for the
reputational costs then directly gives rise to domestic awgiensts.

The widespread approach to building reputation is by engagiagtivities that are inher-
ently costly (Kreps and Wilson, 1982; Alt et al., 1988). If therelagaefits from convincing
the other actor that one is resolved, then a resolved actor dousdtmething than an unre-
solved one would not want to do. Although most models seerretd building reputation
in terms of a weak player mimicking the behavior of a strong oegutation is essentially
about the strong one separating from the w&akhat is, building reputation is a way for re-

30 Hopf (1994), Mercer (1996), and Press (2005) all present sitestudies that basically agree on two
conclusions: leaders do worry about reputational conseqeeidbeir actions very often but, ironically, the
reputational effect seems non-existed. In other words, whevedmsve plenty of evidence that leaders think
about reputation, we have no systematic evidence that reputadtually matters. Of the three, Press (2005)
is most emphatic in the argument that leaders do not lose creglibiiney back down in a crisis.

31 The traditional method is to introduce a small probability ivaé’s opponent is an irrational player who
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solved players to prevent bluffing by unresolved ones, muclchbistly signals in our model.
It is in this context that engaging one’s reputation becomefulias a signaling device. As
Ellsberg (1975, 27) explains, the player

can stake his honor, his prestige, his reputation for honesty—if he lya irese—on carrying

out [the threat]... thus [their] importance... They can be pawnedy Thn be wagered, risked,
put up as security; they are something to lose, which can make motibleredoices designed
to preserve them.

The idea is that a player can engage his reputation to suchiemt éxat he is almost certain
to do what he threatens to, and this risk discourages any paltbhtffers from imitating the
strategy. This, of course, is the very logic of imposing costsmeself, and the committing
effect is the same. The crucial question then is: To what exm&n actor actually manip-
ulate his reputation? If his ability to do so is limited, thergaging reputation becomes a
rather ineffectual strategy to signal resolve.

Like any other audience-cost mechanism | have discussedephgational one suffers
from the costs being imposed only indirectly. Rather than arréorge penalty that she will
surely suffer if she fails to carry out the threat (as we assumeddnagpen in our for-
malization), the challenger tries to bind herself with belidfetbers. The reputational logic
makes it quite clear that she is in effect threatening othetstwéir own inferences: “If | do
not retaliateyouwill conclude that | am not resolved, which will undermine mydikglity
in the future, causing me further difficulties wiytou (or others); to preventoufrom mak-
ing this inference, | must retaliate today.” In his critique ofdbkrg’s lumping together of
reputation and imposition of a penalty, Wagner (1992, 128 getxactly right: “the latter
represents a direct alteration in the payoffs... The former, hawesa only influence her
payoffs indirectly as the result of some influence on the beliafd {aerefore the behavior)
of potential victims 2

This places the mechanism largely outside the control of hineatener, and it should
come as no surprise that the substantive impact of behaviopotation seems to be largely
overwhelmed by situational factors. Despite their protestatiabout being influenced by
what others would think if they back down, leaders most oftemgeeeact to the immediate
characteristics of the crisis (Press, 2005). Reputation is oribakée in the long-run, but
the future is fraught with uncertainties whereas risks and costabotain it must be borne
right now. This is what Bismarck had in mind when the said thaevpntive war is like
suicide from fear of death’® Preventive war is based on the notion that one must strike

always chooses to escalate and then to investigate the caorsditimler which an unresolved player would
escalate as well (Kreps et al., 1982; Kreps and Wilson, 198Rjrbtn and Roberts, 1982; Fudenberg and
Levine, 1992). There is something troubling about a ratishakplanation that has an irrational automaton at
its core. Mailath and Samuelson (1998) argue that reputatiahies the strong separating from the weak
rather than the weak imitating the strong. See Mailath and Siaomué2006) for an exhaustive treatment of
reputation in economic contexts, and the conclusion to Ch&mbout the implications of the theory
developed in this book for the traditional arguments.

Schelling (1982) also argues that it is very hard to contrbblvéor of others by manipulating their
expectations when they have to make inferences based on epetsition. Jervis (1970) emphasizes the
difficulty in drawing inferences when reputational conceane involved, and even gives examples of a
negative feedback: where an action designed to support @misation actually leads to the opposite
inference. Nalebuff (1991) notes that self-falsifying prepies should not arise in a reasonable equilibrium.
33 Cited in Levy (1987, 103). The shadow of the future hangs heawe preventive motivation for war, much

32



2.3 The Search for Credibility 45

now before the relative balance of power shifts against him. ®bi lis akin to having to

pay enough costs today in order to build a reputation that mayeptéiaving to pay them
tomorrow. When the circumstances under which the future comirygmay arise depend
on the opponent’s expectations, the costly purchase of suaheertain effect may be quite
unattractive.

Finally, two other features of the audience-cost mechanisnentdéss interesting when
it comes to studying military moves. First, an opponent can @y little, if anything, to
hinder one’s ability to generate audience costs. This taatiniot be countered by a strategic
move. Whether this is good or bad depends on whether one $sdbgenerating these costs
or the opponent. As we shall see, this is one important charstadethat is not shared by
the military instrument. Second, audience costs are “free” isémse that leaders only pay
them if they back down without obtaining concessions fronrthgponents. This means that
leaders can generate as much of them as they need if they tlerkitha good chance the
other side will quit first. Audience costs do not really alte Hituation the way a physical
move might, at least not independently of how the crisis ehslsall return to these issues
in the next chapter.

The Expected Value of War

| have now argued that most studies have focused on how leaalersoecnmunicate their
commitments credibly during a crisis, and in this some of thdyaea have touched on the
possibility for creating commitments in the process of comroaiting them. In the latter,
scholars have emphasized that the ability to impose costsilorg to carry out the threat
can commit one to a course of action. With all this discussigrenalties for not following
through, it is somewhat surprising to see almost no analysisvedros for executing the
threatened action. That is, in all the talk about maniputpthee costs of concessions, the
benefits of attacking have been neglected. But as | explagrestter length in the next
chapter, the military instrument’s purpose is precisely to iaseghese benefits, and thereby
affect the other side of the credibility constraint. By imprayithe expected payoff from the
use of force, a government can establish a credible commitment.

The payoff from war includes, at the very least, two componengsldition to the value
of the disputed issue—the probability of winning, and thets@s fighting—but we can
certainly think of more. Leaders may take into account the agueseces of victory or defeat
that go beyond the issue itself. For example, one pertinerstigumeconcerns their own fate if
they lose. While democrats are easier to oust, their punisteaearelatively mild compared
to autocrats who are harder to remove but tend to suffer rather exfpanishments when
they are deposed (Goemans, 2000; Bueno de Mesquita et al;,@Bid2za and Goemans,
2003). However leaders estimate their likely fate in thesdisgancies, they will take it into
account when forming expectations about the #ar.

like reputational considerations are supposed to affect ted@gisions. How much of a problem this is
seems an empirical question. After all, when President Trumanlei@to escalate the Turkish Crisis in
August 1946, he remarked that “we might as well find out whetheeRiissians were bent on world conquest
now as in five or ten years” (Mark, 1997, 383).

34 This is an open question and there is a growing literature isrtdpic. That leaders have incentives that are
different from the constituencies they serve is at the headtainal choice explanations of diversionary war
(Levy, 1989b). Leaders may “gamble for resurrection” by enga@n risky international adventures when
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In general, anything that influences the victory and defeat fggifferently will be rel-
evant (costs are paid regardless of the outcome). Perhaps tdtanot very attractive
because eliminating the opponent removes a valuable buffeeba the state and an even
worse adversary. Perhaps such a victory would provoke a conceftetitefdeprive the
state of it. Perhaps defeat would undermine the state’s genstiexteince posture and will
make it an inviting target. Perhaps former allies will abandenweakened state and gravi-
tate toward its victorious opponent. All of these possil@$itiand perhaps many others, may
find their way in forming an estimate about the expected valuggbting. Almost all of
them have one thing in common: they are very difficult for the mionanipulate. This is
why | concentrate on the two components | identified above agbhoth are somewhat
manipulable, and since they do affect the expected war payaffactor can use them to
manipulate his incentives.

Of the two, the expected war costs are probably harder to matgubut not impos-
sibly so. War costs include human casualties (soldiers kileidsing, or wounded in ac-
tion, as well as civilians), evacuation and medical treatneérnwounded, transportation,
attrition, and replacement of military stock, destruction ofgibal assets, degradation of
overall economy, losses from trade, exhaustion of financial reespyand deterioration in
credit worthiness. If one adds the long-term costs of stuntedossimgrowth, reconstruc-
tion, psychological trauma of large segments of the pomrapolitical and civic turmaoil,
and takes into account opportunity costs, then a war’s desteneiss is immense. How-
ever, there are actions that one can undertake to reduce it. &, if casualties are of
paramount concern, then switching to tactics designed tamiieithem will be worthwhile.
Such tactics may necessitate the restructuring of the armed foiheedevelopment of new
technologies, and improved training, but it is certainly witkthe grasp of certain nations.
Civilian defenses are another obvious target: developinguatéon plans, building shelters,
and providing proper training will also reduce casualties.

The probability of winning (or obtaining a favorable settlem)étself depends on a vari-
ety of factors, some of which can be manipulated. Obviousla&tor’s chances of victory
will depend on his military forces: their size, technologiagbBistication, state of readiness,
and quality. This latter characteristic depends on the palitbrganization of the state and
its armed forces (which determines the pool from which soldiers areitedyuand on the
economic resources (which determine how much the state can spatedmilitary). Total
economic and human resources are also important because dbtitgeberm mobilization
potential, although this is mediated by the organizatiaifitiency of the state apparatus
(Brewer, 1990). One should not neglect less tangible, but alsoadrivariables such as the
quality of leadership, both civilian and military, and theictilties of initiative and imagi-
nation. Polity characteristics that are relevant will inclugi®ong others, the willingness to
tolerate casualties, as well as the government’s ability totaia war-time political consen-

their chances of remaining in office are low but when the higiavae of their outcomes might just save
them at the ballot box (Richards et al., 1993; Downs and Rat®@4; Bueno de Mesquita et al., 1999).
Smith (1996) studies the perverse incentives for leaders thatead to such a war, Tarar (2005) investigates
the consequences of strategic choice of targets, and ChiodZa@mans (2004a) wonder about the dangers
of targeting a country whose leader has diversionary incesiti@n the other hand, Chiozza and Goemans
(2003) show that incentives generally thought to lead to wang@ness are actually empirically conducive to
peace.
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sus (which may require suppressing information, sanctioningdgists, and the extensive
use of propaganda). Finally, the behavior of third parties vidlbaffect the probability of
victory. One will have to take into account the dependabditgne’s allies and the utility of
their expected contributions, as well as the potential foeiHho join the opposite side.

As we shall see in detail in the next chapter, a great many skthrariables are within
the partial reach of states. At the very least, mobilizing of@'ses during a crisis improves
readiness, minimizes the risk of surprise attack, and improwveshhnces of victory. The
existing theories that depend on rearranging incentives, tewveasually neglect the war
payoff (taking it as fixed), and instead focus on manipulatirgdbsts of concessions.

2.4 Conclusion

Although credible commitments are at the heart of deterrenceytteen crisis bargain-
ing in general, the process of establishing them has largely bessing from much of the
theoretical analysi®&® Formal work has identified general consequences of inabilitpto-
mit (Powell, 2004) and how to communicate existing committaeffectively. However, it
has not, as a rule, dealt with where commitments come from. Non-fomork has stud-
ied consequences as well (Walter, 2002), in addition to conication problems (Jervis,
1970), threat (mis)perception (Lebow, 1981), psychological patfies or cognitive limi-
tations (Jervis et al., 1985), and tactics that emphasize ancadiation rather than coercion
(George and Simons, 199%).

The traditional approach has led to some confusion about cligdibhe rational deter-
rence debate, for example, seems to have become an agreenisagitee about intent—the
bone of contention being the answer to the question if a sideconflict was “truly” intend-
ing to fight or not*® Although much of the archival research designed to divine thiekken
preferences is useful, it is beside the point because it tagfiyraes that these preferences

35 Morrow (1994a) and Kydd (2000) are exceptions.

36 On informal theories of deterrence, see Kahn (1960), Sny@&1()] George and Smoke (1974), Morgan
(1977), Jervis (1979), and George and Simons (1994). Thealebaforld Politics,41:2 (January, 1989) is
especially illuminating. Among the best empirical works are Hi®88) and Huth and Russett (1993). The
crisis literature is voluminous although only a fraction adéals with crisis bargaining. The canonical works
are Kahn (1965), Hermann (1972), Snyder and Diesing (197@)l.ahow (1981), with Brecher (1993) and
Leng (1993) providing modern critiques. Banks (1990) uses nmestmadesign to demonstrate properties of
any game-theoretic crisis bargaining model where the expgetgaff from war is fixed (this includes almost
all existing models).

37 See Freedman (1998), and Morgan (2003) for critical oversiefdeterrence theory that include discussions
of credible commitments. Zagare and Kilgour (2000) provide a cetrgnsive formal treatment of
deterrence, and Powell (1990) explores credibility protgavith the threats to use nuclear weapons. It is
worth emphasizing that none of these works analyzes the use tdmyithoves to create commitments. Even
works specifically dedicated to the use of the military instrunfienpolitical ends, such as Karsten et al.
(1984) and Cimbala (1994), do not deal with the functional esfée classic Snyder and Diesing (1977,
199-200) mentions that possibility in passing. As usual, Sclge{lif66) is the authoritative exception.

38 See the extensive exchange between Paul Huth and Bruce Russatt side and Richard Ned Lebow and
Janice Gross Stein on the other: the opening salvos in Huth asgeR{1984) and Lebow and Stein (1987),
the rejoinders in Huth and Russett (1988) and Lebow and SteBBj1and the final (for now) round by Huth
and Russett (1990) and Lebow and Stein (1990). Adding oil tditéere Orme (1987), Levy (1988), and
Harvey (1995). This debate has been very important in clagfiesting methodology, case coding, and
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remain largely unaffected by the crisis itself. Whether a leadwmrld actually fight or not
is not as relevant as whether his opponent thinks he is readyto Tihe postulate of unal-
terable preference has quietly propagated itself to formal modielisgs bargaining via the
assumption that the expected payoff from war remains fixed thauighe crisis.

The possibility of rearranging incentives has not been entimeblected, as the studies
of domestic audience costs and reputation clearly show. Henvboth approaches provide
leaders with levers that they barely have access to in pract&a.cdnsequence, the ability
to commit derived from such devices is suspect. On the other, faafundamental process
of creating and communicating commitments reveals that tpec®d payoff from war is
just as important as the expected costs from backing down. Theigaréunction of the
military instrument is to improve one’s chances of a favorablea@mue if fighting occurs,
and hence the use of force primarily affects the expected payoffiramTo understand the
coercive effect of threats to use force, we must examine how eféeitie military instrument
is in the crisis bargaining context outlined in this chapter.

Unfortunately, we cannot use any of the existing analysesusedhe military instrument
does not fall neatly into any of signaling or commitment gatiées that we have studied.
As | argue in the next chapter, the preparation to use force (th#hesthreat embodied
in a physical deployment of armed forces) is an act that combesgsires of sunk costs
and incentive-rearrangement. If we are to understand how threatsedleaommunicated,
and perceived, if we are to investigate what effect they haven wpisis participants and
on crisis outcomes, we must analyze them carefully, just likdhaxee done with the other
mechanisms.

Crisis bargaining models that ignore the commitment-creatimtgss do not capture
the empirical substance of the situation they are designedpt@gent. Existing abstract
ideas about how such commitments can be created are unatirhetimuse some are never
used in practice, and others make fairly heroic assumptiong adeader’s ability to make
the peaceful outcome worse than war by manipulating variableswhich he has almost
no control. Moreover, since the inability to create dynamic gotments has grave conse-
guences for crisis stability, if we fail to incorporate the stgaténterdependence of such at-
tempts, we should expect that analyses based on such moelékely to lead to wrong sub-
stantive interpretations, and policy prescriptions that wélradically incorrect in their esti-
mation of the relationship between military moves, the prdigluif war, and the prospects
for peace.

competing explanations. My point is that both sides have yeagteed on certain shared assumptions that
turn out to be untenable.
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A Model of Military Threats

Diplomacy without arms is like music without instruments.
Frederick the Great

The arguments in the previous chapter outlined the generabagipto crisis bargaining
scholars have employed for decades. By constructing a staikestyivorld of the basic
crisis game, we were able to explore the interrelated problems dibiis/, commitment,
and communication that must lie at the heart of any theory ofcioe. Although | was at
pains to argue about the theoretical and substantive shartgeraf many of the proposed
mechanisms, the real motivation for a new investigation oftamy coercion comes from
the simple insight that the military instrument does not fatbiany of the idealized tools
of statecraft we have discussed. This is somewhat surprisirgubeovhen we speak of
coercion in a serious interstate crisis, we usually mean threaiset force, military force to
be exact.

Threats to use force can be delivered verbally, or they can beitaplicit in the physical
deployment of military units, or they can be a combinationh# two. Physical military
moves are a very often an indelible feature of crises. Consequémtfil focus on such
preparations to use force because they can be used for signatirpammitment; that is,
they can be used for bargaining purposes. Military moves aretabseiicandidate for co-
ercive bargaining because they have both informational andifumat aspects that do not
suffer from the empirical implausibility of other commitmenttias.

3.1 Characteristics of a Military Threat

Before constructing a model of military coercion that builds oa tiasic crisis game but
that takes physical military moves seriously, | provide thessattive justification for mak-
ing the assumptions of that model with respect to the effedtanil moves have on the
payoffs. George (1994, 10) sees coercive diplomacy as “an attegrto reliance on mili-
tary action.” This, however, is thoroughly misleading for with the military moves one can
hardly think of exerting serious coercive pressure. Before examingw military moves
differ from economic sanctions and diplomatic coercion, it istaliscussing their charac-
teristics, especially in relations to audience costs, allloittv combine to make them much
more plausible as candidates for coercive bargaihing.

I Military moves may actually increase audience costs. For exar8pheyltz (2001, 211) reports that French
Defense Minister Maurin argued against a bluffing show of foraeotapel German withdrawal from the
Rhineland in 1936 because “the government risked public figli¢it were to mobilize a million men, only
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For our purposes, a military threat is any physical move thétfsed the following two
criteria:

1) itis inherently costly, and
2) it changes the distribution of power during the crisis.

Such a threat imxherently costlypecause the actor must pay to make it regardless of how the
crisis turns out. As such, it is a variety of a sunk cost. Unlikeemunk costs, however, mil-
itary threats delivered through physical moves also affect ttm’agrobability of victory
should war break out. In this context, thistribution of powercan be usefully summarized
by the probability of prevailing in an armed conflict. Clearlydigpends crucially on the
economic, military, social, and political organization aragpabilities that pre-date the crisis
itself. This, in fact, is how theories of crisis bargaining ugutreat it, and this is how we
have treated it in Chapter 2 as well. But, as | will argue hetteaiarisis behavior can affect
this distribution of power, at least at the margin.

Before going on to substantiate these two assumptions enilyiritt me give some
examples of physical moves that | have in mind and some thabtléit these criteria. Any
move that increases one’s preparation for fighting would sati&htwo requirements:

moving naval, air, or army units close to a potential theateperations,

putting nuclear forces on alert,

canceling leaves of military personnel and calling up resesyist

performing military maneuvers and demonstrations in strategisahsitive areas,
occupying or fortifying of strategic positions,

reaching agreements with third-parties to permit troop passageeoger-flight rights,
establishing military bases,

financing or supplying third-parties hostile to the opponespeeially if they are currently
engaged in conflict,

e ordering full-scale general mobilization.

On the other hand, actions that have only medium to long temaeagpuences for the dis-
tribution of power would not be considered a physical militagueno matter how provoca-
tive they are. For instance, increasing the military budgetasising legislation to increase
the draft or implementing economic sanctions that impair thgooent’s ability to wage
war would no doubt affect the probability of victory in the futuretisince they have no
appreciable effect in the short-term, such actions would notgghtre distribution of power
during the crisis itself. Furthermore, purely political activitisuch as bellicose speeches or
dramatic public confrontations of will, would not satisfy theotwriteria. Likewise, some
defensive measures such as evacuating civilians from threaaeea&s, would also not count
because they do not affect the distribution of power even i the affect one’s costs of
fighting and as a result do increase one’s expected payoff from war

This last example illustrates the important and demandingnegent of the second cri-
terion: it is not enough that the action affects one’s own etqubealue of war, it must also

to march them back home if Hitler did not cave in.” This just ufides the point | made about the magnitude
of such costs: are we to believe that “public ridicule” is somehawse than fighting a bloody war? Of
course not, and this is precisely why the French could not mekgridibluff with one of their own. They

could not generate enough audience costs to actually commistang his forces out of the Rhineland.
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affect one’s opponent’s value of war. Actions that only redoce’s costs of war do make
fighting relatively more attractive for one but since they do netessarily affect the ex-
pected payoff of one’s opponent they do not directly reducedlative attraction of war for
him. The distribution of power is a “common value” in the setisd whenever one’s actions
change it, the change is reflected in the opponent’s payoffsetls 3ome defensive mea-
sures, such as hardening of missile silos or introduction @éébatmor for tanks, will affect
this common value because they make it harder for the oppomeestroy one’s forces and
therefore reduce the probability that he will prevail in the milftaonfrontation. To make
things a bit more concrete, | now provide several examples tifyjulse two criteria.

3.1.1 Military Moves Are Inherently Costly

Physical military moves represent sunk costs, which meandahdérs are not free to gen-
erate them without limits, and in fact may find it hard, if not inggible, to pay for sufficient
mobilization when necessary. Crises, of course, are very différ@mtwars when it comes
to costs. It is easy to see what disagreement entails whilarfgggbes on: continued pain
and destruction. But what does prolonged disagreement in & casi? When it comes to
physical military moves, the price tag may include direct andoofunity costs, costs in
terms of increased vulnerabilities, alert fatigue, acciderid,behavior of economic agents.
All of these are sunk, as McClelland (1961, 200) nicely puts it:

In the mobilization of a crisis, many sectors of the national social orgaoizaot usually

involved in the “normal work-flow” of international relations will becomgitated and active,

while in the demobilization of the crisis there will be a rapid falling-off of suchiéties and

a return of affairs to routine channels. These processes shouldlaieevhether or not issues

are settled, problems are solved, or relations are “improved,” althaegmay find that crises

recede behind a veritable smokescreen of conflict resolution proamsesf problem-solving
talk.

Direct and Incremental Costs

Direct costsmust be paid for salaries (including hazardous duty pay), selosistitems
(e.g. food and water), and transportation of personnel and equigimetuding contracts
with commercial air and shipping). Examples of such costs aventonerous to list, but
here are some illustrative cases from various periods of history.

Throughout the Middle Ages, Venice routinely had to resort to fdtoans, special taxes,
and even the sale of hereditary aristocratic titles or lucratxegment posts to finance its
mobilizations. During one of its many wars with Genoa, Venicenf itself facing a vic-
torious enemy fleet under Paganino Doria advancing in the Adiiiatl354. The general
mobilization was costly because in addition to the usuakagps incurred by the citizens,
“a great boom of tree-trunks and iron chains was run across the Lidb@oveen S. Nicolo
and Sant’ Andrea.” The measures proved successful and Pagawaracad no further (Nor-
wich, 2003, 221-22).

Provisioning the army is an incredibly expensive undertakirgrokding to one estimate,
a 17th century army of about 60,000 would require “45 tons of breegr, 40,000 gallons
of beer and the meat from 2-3000 cattheery day Its animals consumed 90 tons of fodder
(the equivalent of 400 acres of grazing) and each of its horsedede® gallons of water
per day to remain healthy” (Tallett, 1992, 55, emphasis ad@d)h an army would require
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“40,000 horses between cavalry, artillery, and baggage. [.. gr@vconsumption would
thus amount to no less than 980,000Ibs. per day” (Van Creveld,124). These staggering
requirements produced a system of “regulated plunder” of territeen & it was friendly or
neutral and affected military strategy (Lynn, 1999). The demamecieased exponentially if
the forces had to march to their point of deployment for now onetbagickon with animals
to haul the luggage, food, and munitions. In 1606, the Spanisadsto provide between
2,000 and 2,500 wagons for a force of 15,000. The inability totrsaeh demands with
the limited resources available caused desertion and lossivbtovhich impaired military
effectiveness (Van Creveld, 1977, 6-8). Desertion could cripplarery more than losses
in combat or to disease. “Commanders routinely expected &16sr even 20 per cent of
their men annually in this way, but wastage rates could beifdren” (Tallett, 1992, 116).

In their preparation for the Second Boer War, the British Housearh@ons authorized
$50 million for mobilization of 47,000 soldiers for four month3he “1974 ten-day Greek
mobilization [after the Turkish invasion of Cyprus] is said tovéaost about 650,000,000
German marks, not taking account of costs involved in lost wagykiours” (Goldhamer,
1979, 41).

During the intense diplomacy to regain the Falklands after Atiga seized them on April
2, 1982, the British began costly preparations for war:

With a British invasion of the Falkland Islands appearing imminent, Britain basmobilized
about 22,000 men in a task force of more than 70 ships strung outtowéxtlantic Ocean at
an estimated cost of more than half a billion dollars. That means Britain ig t®&men and
spending at least $275,000 for each of the 1,800 islanders in its lanel@evar with Argentina
to regain the islands seized more than six weeks’ago.

To meet all this rather extravagant expense in a “non-inflatiomeay, consistent with its
economic strategy,” Thatcher's government had to considdrehitaxes and cuts in public
spendingt In early May, the government requisitioned or chartered commeresgaels for
the task force, paying for them at commercial rates and coveringdimpanies’ operating
costs? The Argentines, who had already occupied the islands, weregfasien worse. The
cost of occupation itself was estimated at over $500 milhod panicking investors “sent
the price of dollars on the black market...20% more than the affaiotation.® In the
event, the preparations on both sides did not prevent the dofinflia escalating into open
warfare.

This was not the case in late 1978 when Argentina was embrailed dispute with
Chile over the Beagle Channel islands. Mewsweekeported at the time, “the war with
Chile...did not take place last week. But it could break oyt tame. Over the past eight
months, Argentina has spent nearly $1.2 billion to beef ugritsed forces, which now boast
more than 100 modern navy warplanes, a pair of aircraft carriers andly oglled-up re-
serve of 500,000 troops. Not to be outdone, Chile has paid $806mo buy a fancy new

2 The New York Time§ctober 21, 1899.
3 Washington Postay 19, 1982.

4 Financial TimesApril 10, 1982.

> The EconomisiVay 8, 1982.

6 Financial TimesApril 8, 1982.
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French surface-to-air missile system and thousands of Israefiomed’ Even though the
conflict did not end up in fighting, both sides had to bear theéu of military preparations.

The costs of deployment of US forces to Saudi Arabia for Desertl®mel990 was
averaging $28.9 million per day in August. Critics of the setbunild-up that doubled the
troops cited the costs as a fundamental shortcoming that wadldllow the United States
to “settle down for a long haul,” which would make a military stddbn more likely because
diplomacy and sanctions would not be given sufficient timaéok (Freedman and Karsh,
1993, 216,227).

The Indian mobilization after the December 13, 2001 terroristcaton Parliament in-
volved moving more than half a million troops to the border widgkiBtan. The costs of
this massive deployment were about 1.1 billion pounds ands8@flers dead in accidents
during the process. In addition to the military moves, India sodpd air and land traffic to
Pakistan, a costly interruption of travel and transportatioth wiverse consequences for
economic activities. It is unclear what the overall costs @ thobilization were over the
entire duration of the crisis, which lasted for nearly a year. Buatldiers and civilians died
from landmines, many peasants appear to have lost their homdeacaess to their lands
when the military moved through or mined the afea.

Sometimes a country may be overwhelmed by the financial denwndsitary moves.
As pressure from the Soviet Union mounted in 1939, Finland hadtotrto loans to finance
its mobilization. The United States authorized an initi@naf $10 million in 1939, which
it then extended to $20 million once war was underday.

Depending on political system and type of military orgariaat mobilization may es-
sentially involve the upkeep of a standing force that requireenodixcessive remuneration.
Once organized, such a force may prove exceedingly costly becawy decrease in the
expected level of compensation may produce violent moralpisggliscontent, mutiny, or
even outright rebellion. For example, in China, in 799 the neilitary governor refused
to provide the provincial Xuanwu Army the gift of silk and hemptblahat had become
customary. The enraged soldiers sliced him up and ate him, pethajpltimate cost a gov-
ernment official can pay. As Graff (2002, 239) notes, at leasttginine mutinies during
the late Tang period were caused by soldiers’ discontent owangats. Mutiny was also
chronic in the European armies of the turbulent 15th through 18ttucies. There were
twenty-one in the Army of Flanders over less than a decade bet®&%6 and 1607. When
mutinies occurred on a large scale, rulers often had to capitiddtee demands for higher
pay or court military disaster. When the government did not hia@eneans to meet its obli-
gations, it could be forced to borrow from unwanted creditors, as 8wdil in 1641 from
France (Tallett, 1992, 116-17). When France mobilized againssRrin 1870, the chaotic
plans failed to supply the fortress of Metz with adequate prowmisiof sugar, coffee, rice,
and salt. Bucholz (2001, 170) summarizes the consequences:

Troops were on their own. After they had eaten the locals out of houskane, they turned to
pillage. Discipline lapsed. Soldiers did what they wanted. They wanddfeana came back
as they pleased. Such an army was in no condition to fight & War.

7 NewsweekNovember 13, 1978.

8 Roy (2006), and’he GuardianFriday 15, 2006.

9 The New York Time§ecember 11, 1939 and March 1, 1940.
10 see also Howard (1981, 71).
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The rapid deterioration of morale of a mobilized force that is nattpwany use is well-
documented and is, in fact, often used by opponents in whatellitHart (1991) termed
the “indirect approach.” In his contest with Pompeii who wielderces much larger than
his own, Caesar consistently avoided battle with the mzdxlienemy and instead chose
a strategy of “maneuvering repeatedly to inflict a series of pokgrivhose wearing and
depressing effect on the enemy’s morale was shown in the sgellieam of desertions.”
A few centuries later, the Byzantine general Belisarius was fotoegttack the Persians
because his own soldiers were getting restless and disconitnhie (highly successful)
strategy that avoided fighting but forced the invaders to abattigindesigns on Antioch.
The superior Persian force inflicted one of the very few defeats iG#meral’s illustrious
career (Mahon, 2005). The morale-sapping inaction and wearysgesse that accompa-
nies also goaded the Romans into one of the most disastroumtsleidheir history when
Consul Varro, against the better judgment of his colleagudliBawffered battle to Hanni-
bal on terms heavily favoring the Carthagenians in 216 B.C. Tehghter at Cannae did not
break Rome but the Republic lost almost its entire army of eiggibhs, the largest it had
ever fielded (Goldsworthy, 2002).

The Romans were not the only ones tempted into action by ragé&tlriorating morale:
in the summer of 1913, the commander of the Bulgarian army, @&Bavov, warned his
government that they either had to fight or demobilize the aifrhg soldiers, under arms
for nearly a year and exhausted by the fighting in the First Balk@an, were mutinous
in the inaction. The American military attache in Sofia argueat this “discontent will,
however, cease to exist when the men are called upon to figintsa@ervia and Greecé”
Increasingly isolated diplomatically, Bulgaria resorted to sp#gate action and precipitated
the disastrous inter-allied war.

Incremental costarise from operation at increased levels of activity (more flyingrsiou
higher fuel expenditures), maintenance (more repairs), and forcestéotion (replace-
ment of worn or damaged equipment, replenishment of munistowks). For example, the
September 2002 official estimate of the Congressional Bu@ffate put the deployment
costs of American forces for possible operations in Iraq betweem&%%a3 billion, plus
between $5 to $7 billion to return the forces to their home b&sdhe US Department
of Defense provides for separate funding of Mobilization/Surgst€to pay for mobiliza-
tion and wartime surge capacity (facilities and equipmend lelstandby or idle status)
that would not be incurred in peacetime. Costs also increasealtiee inevitable acci-
dents accompanying placing troops in a state of high readikresexample, Betts (1995)
reports that prior to Desert Shield mounting American deathsghttime helicopter acci-
dents forced restrictions in the interests of safety, and “the eurmbdeaths rose to more
than a hundretieforethe war began in mid-January 1991.”

Unpredictable events may make continued mobilization iewsdtill, both directly (hu-
man lives) and indirectly (by undermining the capacity for furthetion). For example
when Venice sent an armada of about 120 ships to deal with Bypain 1171, Emperor

11 Cited by Hall (2000, 103) who also documents the morale problem.

12 These estimates did not include actual fighting and subsequenatimn, and were based on the costs
incurred in operations in the Balkans, Afghanistan, and tie prar in Irag. The report, “Estimated Costs of
a Potential Conflict in Iraq” is available at http://www.chov/ftpdocs/38xx/doc3822/09-30-Irag.pdf.
Accessed January 11, 2005.
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Manuel feigned a peace feeler designed to give him some brgatpace to prepare to face
the threat. Unaware of the duplicity, Doge Vitale Michiel guieel and instead of sailing
to the Bosphorus, dropped anchor at the island of Chios to d@waitesolution of the ne-
gotiations. While the Byzantines dallied in Constantimogllague struck the overcrowded
Venetian ships, and within months the fleet was rendered ibtapé any offensive action.
Thus, when the ambassadors returned from Constantinople wittethe of the complete
collapse of the talks, the hapless Doge turned his decimdésdoralized, and nearly muti-
nous fleet back to Venice without ever managing to engagenbeg' >

Disease, in fact, was a common problem, especially before thenadf modern medical
care. “With their dense concentrations of personnel, and th&initary camps, billets and
hospitals, armies offered ideal conditions fr the transmissioorevd diseases, such as
typhus, smallpox and the bubonic plague, together withaltliseases associated with poor
hygiene, such as typhoid and dysentery. [...] one-third of theghia of Hamilton’s force
were dead within a month of arriving in Pomerania in 1631 followargoutbreak of a
contagion” (Tallett, 1992, 107).

When Romania invaded Bulgaria in 1913, it suffered no combatatss because the
Bulgarian military, wholly committed in action against Serbiad Greece, could offer no
resistance. However, the Romanians lost about 6,000 soldiedsolera, with the disease
spreading upon return of the army home. The Ottoman Turks, whaisésbthe opportunity
to invade Bulgaria, similarly saw no combat but lost about @,0@n to the disease (Hall,
2000, 118-19).

Opportunity Costs

Opportunity costarise from removing a portion of the economically active poporefiom
productive use, and requisitioning of vehicles, railroads, higthways for military use.
These are especially costly to countries without professionkitiarres that have to rely
on conscripts.

In 1921, just a few months prior to the outbreak of the frontier crisik Yugoslavia, the
Albanian representative to the Council of the League of Natmmmplained that the border
dispute was placing a considerable strain on the Albaniancapiecause the country was
forced to maintain the mobilization of 10,000 troops (out of dapian of 1 million) just to
defend the bordér

During the run-up to the Six Days War, the “price of the [Israeli] niabtion was stag-
gering.” The General Staff estimated that maintaining opemnatireadiness without fighting
cost the country approximately $20 million per day. The mahtion was so costly and the
wait so risky for Israel, that the US offered to “furnish a number ahite—100 half-tracks,
Patton tank and Hawk missile parts, food and economic aidigt&7.3 million, plus a $20
million loan—to tide Israel over” as long as Israel did not chalethe Egyptian blockade
or precipitate war (Oren, 2002, 79,87,98). “As long as generalilimation was in effect,
the Israeli society and economy came to standstill” (Maoz, 1220).

Another type of opportunity cost arises from the increased vuihilires to third parties
when one re-allocates forces from one potential crisis zone to @ntitareby exposing a

13 Norwich (2003, 105-06). The Doge paid with his life upon héturn to Venice; not only had he miserably
failed in his military and diplomatic mission, he had brought btekplague with him.
14 The New York Timegune 27, 1921.
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weakened front that may be tempting to an adversary. Blainey (BB&rgues that the a
“nation’s decision to go to war always includes an estimétstoether outside nations will
jeopardize its prospects of victory,” and this equally appites decision whether to use the
military instrument in a crisis if that would entail dangeroupesure elsewhere.

During the 1921 Albanian crisis with Yugoslavia, the Greekzestithe opportunity af-
forded by Albania’s military preoccupation with defending itsthern frontier and invaded
in the South in an attempt to gain territory with disputed Greekarity settlement$? Dur-
ing the India-Pakistan Kashmir crisis of 1965, China took athge of India’s vulnerability,
announced its support for Pakistan and delivered an ultimaemmadding that India dis-
mantle its fortifications on the Sikkim-Tibet border or face wathvChinal® Even though
Bolivia had affirmed its strict neutrality in a possible war dgrthe Beagle Channel dispute
between Chile and Argentina, both Peru and Bolivia had longylkbto regain territories
Chile had conquered during the War of the Pacific a century ealfllex Bolivians were
not prepared but the Chilean government was worried about theiBesuvho engaged in
military maneuvers along their southern border with Chile aatestthat they will continue
the maneuvers “as long as the possibilities of an armed copéisist.*”

Economic Costs from Market Agents

Since military moves are hostile acts, they are generally pexdeas increasing the risk
of war, causing economic agents to revise their expectatibost the profitability of their

investments. For example, a country that mobilizes and ie&®g to go to war may find
it difficult to meet its debt servicing obligations, and hegogernment bonds will trade at
lower prices, with the drop being especially acute if the couistalso expected to do badly
in the conflict. Frey and Kucher (2000) show that important forgighcy events before

(during) World War Il strongly affected bond prices of potential (&t} belligerents.

As The Economisteported on May 22, 1982,

Nowhere is the impending invasion of the Falklands less popular than in thefCipndon. As
military action seemed inevitable this week, the Financial Times index of industdinary
shares fell by nearly 29 points in three days. Sterling held up well, bigrgavent securities
were weak. Bankers fear that the freezing of Argentine governassets held by British banks
will damage the City of London’s standing as a centre of internationalibgnk

During the war scare over the Beagle Channel, “Argentina wasuatcy of black-out
drills, troop movements and fiery speeches.... There was payiiogoin the supermarkets,
arun on dollars and other hard currencies, and the stock exchahgegkd "8

One’s own preparation for war may adversely affect the oppongnéiacial situation as
well. Weidenmier (2002) tracks the Confederate Grayback pricegolagdollar during the
American Civil War and notes how the passage of a conscriptibmtihe North (which
increased its ability to mobilize soldiers) caused an incregatige gold premium.

15 The New York Time#jovember 1, 1921.

16 Keesing’s Record of World Eveniglume 11, December, 1965, Page 21103.
17 Latin America Political Report, APR XII, 50, p. 393. December 22, 1978.

18 The EconomistNovember 11, 1978.
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3.1.2 Military Moves Change the Distribution of Power

Military preparedness is an essential ingredient of one’stalidifight well, and so moves
that increase it also increase the probability of victory. Theeesaveral factors actors must
take into account when estimating their expected payoff fr@an wosts of fighting, probable
outcome (whether victory is likely or if negotiations are to bgected), benefits from a
favorable outcome, and losses from an unfavorable one. The iropaailitary moves is
most readily apparent in the changing probability of securingvarable outcome, and the
costs of doing so. That is, they affect the distribution of poushich has two consequences:
it improves one’s own payoff from war and worsens the opponeint’this way, military
moves can alter the strategic context by shifting the exgebenefits from war for both
sides.

Local Distribution of Power

In general, victory in a total war belongs to the wealthier st tan mobilize more re-
sources for war (Kennedy, 1987; Overy, 1995). However, most mod@msare limited and
of relatively short duration: Slantchev (2004a) reports that fdribh@erstate wars fought be-
tween 1815 and 1991, the mean duration was less than 14 manth#)e median less than
6 months!® This means that in most cases, countries fight with their iegistapabilities
and there is no time to convert the industry to military use or relymmbilizing resources
from scratch. In other words, the probability of obtaining a favialitcome depends heav-
ily on the mobilized capabilities with which each belligerenters the fray: a country that
could potentially outlast its opponent once its resources ategomilitary use may find
itself decisively defeated in the field and unable to resistailize that potential when it
fails to mobilize sufficient forces at the outset. Military pregtéons may crucially affect the
expected payoff from war even if there exists a significant regoasgmmetry that renders
the outcome of a protracted war fairly predictableante

For example, on the eve of the Russo-Japanese War of 1904isthibudion of power
heavily favored the Russians who enjoyed o¥er1 superiority in military personnel :
1 superiority in both total population and energy consumptfbhlowever, the theater of
operations in Korea and Manchuria was very far from the European pRussia where
the bulk of its military was stationed. The 5,500 mile supphelwith a 100 mile break at
Lake Baikal made it exceedingly difficult to mobilize enouiginces locally. East of Lake
Baikal the Russians had only about 83,000 troops (from an army5804)00) that the
Japanese could counter with their land army of 283,000, wihie} could reinforce quickly
with 400,000 reserves. Even though the Russians did managadaainforcements, in the
final land battle at Mukden, the two sides were approximateiygvmatched, allowing the
Japanese to win the war (Dupuy and Dupuy, 1985, 1009-13).

Sending the air force to the potential theater of operationsheag a serious impact on
the distribution of power locally. The analysis of Argentmdismal military performance

19 This is certainly not the case for many early-modern wars whierevprotracted affairs of attrition that could
go on seemingly interminably (Parker, 1996). The Thirty Yeaes W perhaps the most famous example but
the later wars of Louis XIV illustrate the indecisiveness of wd@hn Lynn calls “war-as-process” that
characterized this type of warfare (Lynn, 1999).

20 Figures from the Correlates of War National Material Caljiéds Data Set, version 3.02 (Singer et al., 1972).
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during the Falklands War reveals a number of key strategic erraesobwhich was its
“failure to move its air power from the mainland to the FalklanBscause of this failure,
the potential superiority of the Argentine air force was cardtelegt since it was forced to
operate from the mainland, 400 miles from the Falklands. The walddwave turned out
quite differently if the air force had been moved to the islandsi{ple, 1984, 352).

Many wars end when opponents settle on a negotiated peaceo$huititary victory
(Slantchev, 2003b). In fact, some wars may be fought withoutamylivictory as a goal at
all. Pericles’ original strategy that Athens followed during #wecalled Archidamian War
did not envision defeating the Spartans in the field, but surgilong enough for their en-
emy to become convinced that it could not prevail, thereby softethem enough to offer
better peace terms to Athens and its empire (Thucydides, 198frK 1990). Similarly, the
US entered the War of 1812 without the slightest intentionefedting Britain militarily.
Instead, the goal was to persuade the British that continuieig ttade embargo and im-
pressment practices was too costly (Hickey, 1989). Perhaps thefamous example of a
nation starting a war it knew it could not win is provided by tlagpdnese attack on Pearl
Harbor: the Japanese harbored no illusions about what wouldcehapghem once the US
mobilized for war; they hoped to settle the conflict far in acdenf that (Butow, 1961; Ike,
1967; Costello, 1981). Since an opponent who expects to suffee is more likely to of-
fer better terms, mobilization of forces that make such suffermggiple and likely should
increase the prospects of obtaining a favorable settlement without military victory.
Mobilization can increase the expected payoff from war beciusereases the opponent’s
prospects of having to suffer great pain, and can therefore soften inaking concessions.

First-Mover Advantage

There are many ways in which military moves can change the disiib of power during
the crisis. Van Evera (1999, 37-53) distinguishes between fitke@advantage (where the
first to attack is more likely to prevail) and first-mobilizationvadtage (where the first
to mobilize can start fighting before the other is ready). From ouspgestive these are
equivalent: both constitute first-move advantagbecause if a country manages to “get
there” first, its expected payoff from war would be higher relatwdts payoff if it ran
second. If there exists an advantage to striking first, then pregéoi such an attack makes
it possible to execute it (one can hardly attack without adeguditary prep), and therefore
increases the probability of victofy. Although Germany eventually lost the Second World
War, its opening gambit against the Soviet Union was brillidine Luftwaffewiped out
almost the entire Soviet air force (most of it on the ground), wiid/Vehrmachencircled
and destroyed numerous Russian armies who were still in the grotesncentrating along
the new border in recently carved up Poland (Erickson, 1999). Cselyefailing to prepare
opens up the risk of disaster, which is what happened to theRkiarl870 when Napoleon
declared war full two weeks before his armies were ready to thrustHnissia, a delay
during which “trains from all over Germany poured uninterruptedlyhi Rhine” shifting
the advantage to the Germans, this time conclusively (Howa&@il,177).

Military moves may create extreme pressure during a crisis by restyitte amount of

21 van Evera (1999, Ch. 7) documents ample support for the notatrdécision-makers feared even small
delays in their mobilizations against those of their oppondatig the July 1914 crisis.
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time available for interaction—a feature that some authors Wygtnalude in the very def-
inition of a crisis (e.g., Hermann, 1972, 10). Because of thesgcaste cannot maintain a
heightened state of readiness for too long, but since dematidn may render one quite
vulnerable to a surprise attack, longer crises may provide tlemtive to strike rather than
risk exposure to that possibility (Schelling, 1966). Waitingoedllows the enemy to prepare
better to meet one’s assault should war begin or even attatktfiereby lowering the ex-
pected probability of victory, which may also sustain a momenfor fighting. For example,
in the last frantic days during the run-up to the Six Day War in 196&el’'s military was
increasingly worried about IDF’s inactivity in the face of thgrsficant Egyptian buildup in
the Sinai. The General Staff argued that “every delay is a gamibh Israel’s survival’ and
pressed for a preemptive strike (Oren, 2002, 98).

A first-move advantage differs fromsairprise attackwhere the advantage lies in catching
the opponent off-guard and therefore less able to resist succgggfath, 2004). However,
such potential vulnerability to surprise attack suggeststtiikary moves that reduce the
risk of being surprised would increase the expected payoff from@mathe other hand, one
should remember that maintaining high readiness for a prolopgedd of time may also
result in alert fatigue with attending increased risks of beingssed as happened at Pearl
Harbor in 1941 (Wohlstetter, 1962). This illustrates nicely thets (fatigue) and benefits
(preparedness) of military moves.

3.1.3 Military Moves Can Reveal Capability

Itis worth noting thatnilitary moves can, under certain circumstances, revealstrength
unambiguouslyl discuss the strategic manipulation of the military instratria the next
section, here | wish to point out that a show of force may achieweething that words (or
audience costs) never can: they can reveal to the opponeiitistben estimate of expected
yield from fighting is wrong because its perception of our cajitédslis wildly incorrect.
While words are cheap and everyone can claim superiority, ac&mbdstrations may be
much more convincing as a non-manipulable “index” (Jervis, 197 worth emphasizing
that the believability of such a signal has nothing to do vitshcosts because it is not its
affordability that convinces but the impossibility to mimketcapability being shown.

For example, during the Middle Ages, the Saracens besiegedesoih Syria defended
by a garrison of the Knights of Saint John. After several unswefakattempts to mine their
way into the castle, they eventually managed to dig a mingnallvay under the keep. They
then invited the Franks to see the shaft, and when their owmeags reported that it would
indeed collapse the keep when lit, the defenders surrenderedeardallowed to withdraw
from the castle unmolested (Gies and Gies, 1969, 197).

The high-speed missile test by Iran in April 2006 revealed its lo#ipato strike targets
within a wide radius, stoking Western fears about its intent teelbg nuclear weapons that
would be able to reach Europé.

22 Associated Press, April 2, 2006. Retrieved from
http://www.usatoday.com/news/world/2006-04-02-iran-méssilhtm?csp=34. There is also an apocryphal
story, which is so good | wish | were able to verify it. During thenY Kippur War of 1973, the Israeli air
force supposedly paint-bombed the Aswan Dam to demonstrate lity &bdestroy it as a last resort and
flood the entire Nile valley if Israel’s military situation bena desperate.
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Ironically, sometimes one need not have the actual capab#itippng as one can create
the appropriate perception in the opponent. In the spring of 327, Blexander the Great
arrived at the Rock of Sogdiana and discovered that the defeniis fortress had stored
provisions for a long siege, and that the sheer cliffs togethtr the deep snow made a
direct assault impractical. He offered the Sogdianians safeagastthey surrendered, but
they laughed at him fully convinced in the impregnability oéithposition, and ventured
that only soldiers with wings could capture the rock. Alexanoféered a prize of twelve
talents to climbers who scaled the summit above the rock. Aghahirty soldiers perished
in the hazardous ascent, over two hundred Macedonians redehpddk and planted their
battle flags. Alexander then informed the Sogdianians thatldeih fact, men with wings
in his army and they had already captured the mound above thaiedsstpointing to the
plainly visible Macedonians on the top. As Arrian puts it, “thegbarians were astounded at
a sight they had never reckoned on, and suspecting that ttersobccupying the heights
were more numerous and fully armed, they surrendered” (Arrian, 19764839.

In instances like these, the actual distribution of power dugschange. Instead, the
impossibility to mimic capability convinces one of the opeats that his original estimate
of that distribution of power was wrong, which then causes limetassess the desirability
of fighting. Even though these military moves are physical @j¢hey have to be or else
capability cannot be shown), they would not satisfy the seawiterion above and as such
are excluded from the present analysis.

To preview things to come, one major reason for the second regemtemthat by affect-
ing the adversary’s payoff directly, the military instrument paxentially undo his commit-
ment. As | noted before, one actor cannot counter its oppaaatlience costs except by
generating its own and increasing the risk of violent confroatatHowever, one may be
able to counter an enemy’s military move, and either candet®aommitment effect, or at
least partially neutralize it. This is because one’s expegptgoff from war depends on the
forces that the opponent can bring to bear, in terms both of theapilily of obtaining a
favorable military outcome, and of the ability to inflict costgeturn. Even if one’s military
move increases the expected benefit from fighting (thereby creatingdible commitment
to a bellicose course of action), the opponent may react withligargi move of its own
that would reduce one’s expected benefit from fighting, therefoekergng one’s commit-
ment to such a course. An attempt to establish a credible canenttmay thus trigger a
counter-attempt to undo it, making the process very complichézause of this strategic
interdependence of actions and their consequences. It alkesntize process of creating
commitments in such an environment an intriguing object adistéor which game theory
is an especially suited tool for analysis.

3.2 Modeling Military Threats

The military instrument seems to be a good candidate for exptathe dynamic commit-
ment creation process, both during a crisis and throughout théhatimay follow. It has an
informational role (because of its costliness and the risk it cgrimut it also has the func-
tional role missing from pure verbal bargaining. Our theories hietaken its empirical
features properly into account because they do not allow actatswse the level of costly
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effort they invest in attempting to alter the environment tdrthevantagé? The closest
thing we have is the economic literature on contests but itaams utilized readily because
these models lack the essential decision to engage in thestdfight) itself and the pos-
sibility to avoid it through concessiorR$.Also, these models are not designed to deal with
information transmission (signaling) issues, which are crificaany crisis bargaining, and
perhaps even war-fighting, model.

We now modify our basic crisis model just enough to incorporageféatures of the
military instrument identified in the previous sectitnTo facilitate the comparison with
existing costly signaling and commitment models, | ingesti the strategic use of the mil-
itary instrument by a defender. In Chapter 5, | present a fullerrthéi@t incorporates his
opponent’s initial decision to challenge the status quo.

3.2.1 The Technology of Conflict: Distribution of Power and System Militarizatio

In the traditional models we examined in Chapter 2, the didiobwf power is summarized
by p, the probability thats; will prevail if force is used, and remains static during the crisis.
Since we want to explore the strategic use of the military inseminthrough its effect on
that distribution, we must now define how military moves affedDne straightforward way
to think about the distribution of power is in terms of the dkaftion of military capabilities
and how these translate into one’s prospects of winning the(Rawell, 1993; Slantchev,
2005).

No state begins a potential crisis interaction without attlease existing military capa-
bilities. Let M; > 0 denoteS;’s status quo military forces, and 181 = M, + M, denote
the total forces available to both actors. The status djatsibution of capabilitieswithin
the system is then denoted by, M,) and we shall assume that it is perfectly observable.
The distribution of poweris determined with a simple formula: the probability of victory
depends on one’s share of the total military forces. Thus,

M,

P =M ¥ M,

is the status qudistribution of powerthat is, the probability thaf; would prevail in a war

if no additional resources are mobilized. It is easy to seelthkalp is then the probability
thatS, would prevail. Since the distribution of capabilities anditineapping into prospects
for victory in war are common knowledge, the status quo distidbubf power is common
knowledge as well. Admittedly, the technology of conflicteaeted through this ratio contest
success function is exceedingly simple: it assumes that #rginal return from more capa-
bilities is always diminishing, that there are no offensive efethsive advantages, that actors
are equally effective in utilizing their capabilities, and@o However, it is a common way

23 Morrow (1994a) offers a model where the decision to ally inéomsiediate costs but also enhances the war
prospects. With military moves, the actors are also free to choedevél of commitment, and each can
undermine the other’s efforts.

24 see Hirshleifer (1988, 2000) for applications of contestsotuflict.

25 This model is based on a one-sided incomplete information gaméeahatyzed for defense-dominant
environments (Slantchev, 2005), and offense-dominant onast¢Bev, 2004b).
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of conceptualizing the link between capabilities and poast at the very least will serve
as a useful baseline with which one could compare alternatiierispecifications®

In the models analyzed in Chapter 2,remains constant throughout the crisis. How-
ever, as | have argued here, actors can affect the distributipoweér, at least at the mar-
gins, through their behavior during the crisis. In particularbitiing additional military
resources should improve an actor’s prospects in war all elsd. &jnae mobilizing new
forces essentially constitutes an addition to the existirgge bane simple way of modeling
this effect is to recalculate one’s new share of the total forckasTif S; allocatesn new
forces, his probability of winning will be:

m+M1

m)—m ——————.
U VAT YA

In contrast to the non-military models, tlra-crisis distribution of powerp(m), is en-
dogenous and for any > 0 it will be different from the status quo distribution. To ease
notation, it would be convenient to write (m) to denote the probability thaf; wins, and
p2(m) =1— py(m) = M»/(m + M, + M,) to denote the probability that, wins.

Since p remains fixed in the traditional models, it is a sufficient statifor the distribu-
tion of power and the precise distribution of capabilitiesiislevant. This turns out not to be
the case in the military threat model. The marginal effect oftaaithl mobilization depends
on the existing allocations (and because its cost is fixeds#$ulness as an instrument will
also vary), which implies that is no longer sufficient to describe the strategic context and
we must take into account the exact status quo distributi@apébilities.

To see that, observe that taking two different distributionsagfabilities(M,, M,) #
(M{, M}) with their corresponding distributions of powgrand p’, it is quite possible to
obtainp = p’. That is, the distribution of power may be the same even thtlgldistribu-
tions of capabilities are different. For exampl&), 100) and(5, 10) both producel/; as the
distribution of power but describe very different militarizatiewels within the system.

Our specification of the technology of conflict privileges #iddal mobilization when the
status quo system militarization is lower. Given two disttitns of capabilities that reduce
to the same distribution of power, any given mobilizatiorelewill increase the probability
of victory by a larger amount in the under-militarized system:

CLaiM 3.1 (More Bang for the Buck). All else equal, the mobilization of additional forces
is more effective when crisis participants are lightly admé

It is perhaps illustrative to look graphically at how military nesvcan affect the distri-
bution of power during a crisis using this technology of comflicd how their effectiveness
changes with the level of system militarization. Figure 3.dvehthe marginal effect of addi-
tional mobilization of the distribution of power (the probdtyilthat S; will prevail in war).
The left panel, Figure 3.1(a), exhibits a system where the advessame lightly armed, and
the right panel, Figure 3.1(b), exhibits one where they maintaiohmiigher armament lev-
els. In either case, we look at three different status quo disioisi of power: one which is

26 see Hirshleifer (1991) for the contest success functions. P¢#8913) uses the ratio form in his model of the
guns vs. butter trade-off.
27 All formal statements and proofs are in Appendix B.
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re—crisis DOP fovors Sp: My/(Mi+Mg) = 0.25
re—crisis DOP bolanced: M/(M+My) = 0.50 | |
e—crisis DOP favors S1z My/(My+My) = 0.75
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Figure 3.1 Marginal Effect of Mobilization on the Distribution of Powe

seriously advantageous 8 (p = 3/4), another in which the two actors are evenly matched
(p = 1/), and finally one in which the advantage belongSidp = 1/4).2%

As required, mobilizing more resources improvgs chances of victory but they do so
at diminishing marginal rates. Two things must be noted herst, Fhe marginal effect of
intra-crisis mobilization is much stronger in the moderatelyitarized system for any given
status quo distribution of power. For example, if opponergsaenly matched at the outset,
sop = 1/, mobilizingm = 30 additional units produces a jump tqm) of approximately
0.75 if opponents are lightly armed but only @55 if they are heavily armed. Second, in
addition to the precise status quo distribution of capabditthe benefit also depends on the
status quo distribution of power itself. As Figure 3.1(a) illagts,S; can more than triple
his chances of victory fromqp = 0.25 with m = 100, but can only improve them by about
25% from p = 0.75 by mobilizing at that level.

| must emphasize that these figures illustrate the effect oflimaton on the distribution
of power, not oS 's expected payoff from war. Through its positive effect on théoptmlity
of victory, mobilization will tend to increase that payoff aslivHowever, its costliness will
tend to decrease it. Because of the diminishing marginal retumrihe distribution of power
and constant marginal costs, it follows that in general it ndt be optimal forS; to choose
the highest possible mobilization level.

We now have specified the technology of conflict that allowtousndogenize the distri-
bution of power through the use of the military instrument. Inngo$o, we noted that the
relative direct effectiveness of this instrument depends omtieise distribution of capa-
bilities in the system. Whereas different levels of systemtariliation will not affect any of
the results in the traditional models with their exogenougplgesfied and static distribution
of power, the military instrument is more attractive when theralle@rmament levels are
low, and correspondingly the incentive to use it will vary wiltie tstatus quo distribution of

28 | have arbitrarily fixedM» = 10 for the moderately militarized system aid, = 100 for the highly
militarized one. The values d¥/; are then derived to produce the three status quo distribubibpewer.
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Figure 3.2 The Crisis Game with the Military Instrument.

capabilities as well. With these preliminaries in mind, we rtawn to the specification of
the military threat model.

3.2.2 The Military Crisis Game

As before, two statesy; andS,, face a potential dispute over territory currently in posses-
sion of Sy, the “defender.” Each player knows how much he values posseskthe territory
but neither knows his opponent’s valuatidi. believes that the potential revisionist’s valu-
ation, v,, is distributed uniformly on the intervéd, u] with 0 < ¢ < u, andS, believes the
defender’s valuation is distributed uniformly on the interjgalv;]. These distributions are
common knowledgé? Assume that: > ¢; or else players would never fight.

The game begins with the defender’s choice to issue a militaeathiy mobilizing more
of his own forces, or appease his opponent peacefully. Mobilizing> 0 is equivalent
to escalation and its costs are immediately incurred; thatéy, &re sunk regardless of how
the crisis ends. After observing;’s mobilization level,S, must decide whether to act or
capitulate. Capitulation ends the game with the peacefulepraton of the good in the
defender’s possession and the challenger suffers her audiestse Resistance leads$g's
final decision whether to fight or back down. If he backs dowa,dfisis ends and the good
is peacefully transferred t§, while the defender incurs the audience costs. If he attacks,
war begins, and the probability of victory is a function of thésérg mobilization levels.
Figure 3.2 shows the game tree.

The payoffs are as follows. If playeh retains the good peacefully, his payoffis— m,
and if he relinquishes the good, his payoffis: — a, if he escalates and capitulates, and
0 if he appeases,. That is, given a choice between appeasement and certainlesipn
following escalation, he strictly prefers to appease even if loalates without additional
mobilization,m = 0. Player 2's payoff i, if she receives the good peacefully (whether

29 To compare and contrast results from this model to those in Chapkevill uset = 0 andu = v > 0.
However, | will derive the results in terms of an arbitrary imtd because | will use them in Chapter 5 where
this interval will change depending &% ’s initial decision.
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by appeasement or 4 ’s capitulation) and-a, if she capitulates following the defender’s
threat. The expected payoff from warps(m)v, — c; — m for S; and p,(m)v, — ¢, for S»,
wherec; > 0 are the additional costs of war paid over the mobilizationsos

In keeping with the argument that audience costs cannot beailyi high, especially
in comparison to the costs of war, | will make the following asption, whose effect is
to guarantee that the defender does not have an inherently lereditmmitment which he
could use by escalating without additional mobilization.

AssUMPTION3.1. The costs of war exceed audience casts: a;.

As usual, this model is a reflection of the trade-off betweensgalpproximation of the
empirical and a tractable stylization that we can use for traespanalysis. The specifi-
cation of the payoffs formally captures the two fundamental cheristics of the military
instrument. Mobilizingm is inherently costly forS; because he has to pay the price re-
gardless of how the crisis turns out. However, it also changedittribution of power and
as such affects the war payoffs for both players directly. Sombeobther simplifying as-
sumptions are not that important, and | have made them moshlg &dle to derive analytic
solutions that | can do comparative statics3drEven S,’s advantage that he can mobi-
lize after knowingS,'s mobilization (and can therefore “tailor” his as much as positd
somewhat balanced by the disadvantage of having to movénastany situations the one
saddled with the final choice for war is in a weaker bargainiogjton).

3.3 Threats with Complete Information

It will be instructive to look at this crisis game under compliet®rmation, so assume that
both players’ valuations are common knowledge. As before, wh isdrict attention to
subgame-perfect equilibria (SPE, or “equilibrium”) in which pay can only make credi-
ble threats. As the reader probably already suspects, equitildsghavior will be entirely
dependent on the credibility ¢f;’s threat to fight when resisted and the credibilitySafs
threat to defy a military threat. By subgame perfectiSnwill attack if resisted when the
expected payoff from war given his mobilizationis at least as large as his payoff from ca-
pitulating. Formally,S;’s threatn > 0is credibleif, and only if, p(m)v,—c;—m > —a;—m,
which simplifies to:

1 —ay

p(m) > (CRy)

U1
This expression makes three things immediately apparent, FirSt's war costs are too
high, then no size of additional forces can ever make his thredlilde. In particular, if
c1 > v1 +ay, then (CR) cannot be satisfied for amy > 0 because the right-hand side will
be strictly greater than 1, angdm), as a valid probability, cannot exceed unity. Secand,

30 The uniform distributions allow us to compute analytic solotioThe results could be derived with arbitrary
distributions that specify certain regularity propertiesatecreasing hazards, and densities that do not
increase “too quickly”. The first property is common to many usustritiutions. The second would ensure
that optimal credible mobilization is increasing in type; tisathat higher types strictly prefer higher
mobilization levels ifS> is convinced of their resolve. Putting it another way, thiswees that an arbitrarily
small increase im does not drastically increas® s probability of capitulating. The uniform distribution
has a constant density, so this is not an issue.
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may beinherently resolvedf (CR;) is satisfied ain = 0. In this situation,S;’s threat to
fight will be credible at the status quo distribution of powes. we shall see, even when this
is true,S; may still find it necessary to mobilize additional resources &m@rcive purposes.
Finally, whenS; is not inherently resolved, he cameatea credible commitment to fight
when resisted provided his war costs are not too high. To seethipose that; < v, +ay,
S0 it is possible to satisfy (GR for somem. Since S;’s probability of victory, p(m), is
strictly increasing in his mobilization, it follows that far high enough, (CR will be
satisfied. Even ifS; starts out at a serious disadvantage at the status quo dissinilmft
power—a situation in which he would have been compelled feapeS, in the original
crisis game in Figure 2.1—it may be possible for him to redresatibaiance by mobilizing
additional forces and establishing a credible commitment td.fig

The rest of the analysis now proceeds in a series of steps. An@oflthe logic makes
the argument easier to follow. | show that:

1) In any equilibrium in whichS; makes a threakz > 0, he must be resolved at. This
implies that in any equilibrium in whicl$, is confronted with a threat, she will know
that resistance will lead to certain war.

2) WhensS; knows that resistance means wgy,can undermine her commitment by mobi-
lizing sufficient additional forces, and compel her to capitelwith certainty.

3) This implies that in any equilibrium in whicK; makes a threat, the outcome will be
either certain war or certain capitulation By.

4) BecauseS;’s optimal mobilization is unique depending on whether hpriparing for
war or compellingS, to capitulate, it follows that in the unique subgame-perfectldggu
rium, S; will either appeass,, prepare for and fight a war, or make a compellent threat
that causes, to yield.

Recall that ifc; > v; + a1, there exists nen that can satisfy (CR, andS; will capitulate
when resisted regardless of the mobilization level he has ochd$gs now means thaf,
will certainly resist when threatened, which implies tatwill never threaten in the first
place because doing so would lead to certain capitulationarehdgame, which is strictly
worse than appeasement. In this unique SREyill appeaseS, immediately.

Assume, then, that; < v, + a; for the rest of this proof. Observe that in any SPE in
which §; does not appease, he must be resolved at the mobilizatidnideviethat were not
the case, then he would never attack when resisted. Subgarfeetjpsn then implies tha$,
would certainly resist the escalation, causgto capitulate and incur both audience and
mobilization costs. This outcome is worse than immediateeappment, which contradicts
the supposition thaf; does not appease in this equilibrium.

This now implies that in any SPE in whic$y makes a threat§, knows that resistance
means certain war. In that case, she resists only when her egentoff from war is strictly
better than her payoff from capitulating. Formally, she resiséad only if, (1 — p(m))v, —
¢y > —a,, or whenever:

Cy —dyp

p(m) <1— (CRy)

U2

This expression makes two things clear. First§4% war costs are too high, she will capit-
ulate for anym > 0 that satisfies (CR. In particular, ifc, > v, + a,, then (CR) cannot
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be satisfied for anyx > 0 because the right-hand side will be strictly negative, ata),
being a valid probability, cannot be less than zero. Becausg)(€Ratisfied, she knows that
resistance would lead to war, so she will capitulate for sureod and more importantly,
even if S, is resolved at soma’ > 0, §; can undermine her commitment by mobilizing
sufficiently many forces. Intuitively, this happens becausgelamobilizations byS; mean
worse prospects for victory in the war 85; that is, p (m) increases im. Hence, fom large
enough, (CR) will fail and S, will certainly capitulate even if she was resolvedrdt< m.
Even if S, starts out in a favorable position and is highly commiti&dcan undermine her
resolve by mobilizing additional forces (provided they also cantmim to fight).

These results imply that in any equilibrium in whiéh makes a threat, he either goes
to war (because: is small enough for (CR to be satisfied) or ensures’s capitulation.
Letm denote thessured compellenarobilization forS;; that is,m satisfies (CR) but not
(CRy), and therefore compels, to yield. There can be only one such level in equilibrium
because if there were mor&, would deviate to the smallest one and improve his payoff.

If S; is unwilling to mobilize resources sufficient to compg®l becauser is too high
to make it worth it, he may prefer to fight rather than appease hdhdncase, he will
mobilize m such that both (CR and (CR) are satisfied. Making such a threat would lead
to certain war, and the beS{ can expect then is(m)v; —c; —m. Letm™* denote th@ptimal
war preparation foiS;—that is, it maximizes his expected payoff from war—and note th
because the payoff is concavenn m™* is unique.

We now conclude that in any equilibriur§; s initial choice reduces to a selection from
three possibilities: appease immediately, prepare for certain war by mobilizing, or en-
sureS,’s capitulation by mobilizingn. Because the optimal mobilization levels are unique,
the SPE is also unique. The following proposition, whose formabpis in Appendix B,
states these conclusions.

ProPOSITION3.1. The military threat game has a unique subgame-perfect éxquith in
pure strategies. In itS; either appeases immediately, mobilizes uniquely afor certain
war, or mobilizes uniquely a& for certain compellence.

The analysis of the military threat game under complete infaomd¢ads to conclusions
that presage several of the major themes of this book.

ResuLT3.1 The military instrument can be useful to the actor making it because it soesetitlows him
to compel the opponent’s capitulation in circumstances when he wouldanettieen able to do so at the
status quo distribution of power without mobilizing additional resourceseldeer, the military instrument
can be stabilizing because a military threat can sometimes reduce thehplibhbaf war relative to the
crisis with non-military escalation.

It will be instructive to examine numerical illustrations of feeresults. Fix, = 22,
a; = a, = 0.5andM; = M, = 2.5 for all examples that follow. (All numbers rounded to
the second decimal point for clarity.)

ExampPLE 3.1 (Compellence Succeeds Only When Militarized). bLet= 22, ¢; = 12, andcy = 4.
Consider first a situation in whicki; could not mobilize additional resources and had to choose between
appeasing, and escalating at the status quo distribution of power. His expected feyrafivar atm = 0
is —1, which is worse than his expected payoff from capitulatie.5). S;’s threat is not credible, ansh
will certainly resist when threatened. As a resflit,appeases immediately.

Consider now the scenario in which can make a military threat. Her§; would attack at anyn >



70 A Model of Military Threats

0.24, and S, would resist anyn < 10.71 even when doing so would lead to war. Hence, by mobilizing
m = m = 10.71, S can ensure,’s capitulation. The payoff from this is; —m = 11.29, which is strictly
better than appeasement. To see thatvould also prefer the assured compellenc&pto war with her,
observe that the optimal war mobilizationsis® = 2.42 (which S, certainly resists), and’s expected
payoff is0.17. Even though this is also preferable to appeasement, it is worse tharlbemee. Hence, in
the unique SPES; makes a militarized threat, arfy capitulates.

This example illustrates a situation in whigh'’s threat would not have been credible at
the status quo distribution of power, and which would havesedinim to appeas®. When
he can militarize the crisis, howeves; can make himself resolved by mobilizing additional
resources. Moreover, he can also underndisie resolve sufficiently to compel her certain
capitulation. FronS;’s perspective, the military instrument is doubtless very useful

As the example above demonstrates, the ability to militahieectisis may be quite ben-
eficial (under some circumstances) for the actor that can ressuctomoves. However, the
effect can also be positive from a social (collective) perspecswell. To see that, imagine
a situation in which escalating at the status quo distriloutibpower would lead to war in
equilibrium. (Obviously, this requires us to relax Assumptioh, 2vhich | will do for the
sake of making the point.) Militarizing the crisis, howevegywell lead to a peaceful out-
come, which both actors prefer to war (even though it is unpleédear$, because she is
forced to capitulate).

ExampLE 3.2 (Militarization Can Be Stabilizing). Let all variables be as in Example 8ckptc; = 6

(that is, all we have done is halve the costs of was th If S; were unable to mobilize additional resources

to make a military threat, his payoff from war would b&, which is strictly better than appeasement.
Since Sy’s payoff from war is7.0, she would resist even if that leads to war because capitulating would
yield only —0.5. Even though$;’s threat is credibleS,’s valuation is too high and the costs of fighting too
low to compel her successfully. As a resufl, escalates, she resists, and he attacks. War is certain in that
equilibrium.

Consider now the scenario in whic$y can militarize the crisis. Since war even/at= 0 yields a
strictly positive payoff, he would clearly attack at amy> 0 as well. As before (because the values of the
parameters for her are the sam&), would capitulate at any: > 10.71. Compellence withn = 10.71
yields S a payoff of11.29. Optimal war withm™* = 2.42 (which S, resists), on the other hand, only yields
6.17. Whereas this is obviously better than his payoff from war under the fjatuslistribution of power,
it is much worse from the payoff from assured compellence. Thezefo the unique SPES; makes a
militarized threat akz, andS, capitulates.

Recall that the only difference between Example 3.1 and Exa®\@lis that the costs of
fighting for S; are much lower in Example 3.2. Compellence “costs” the samesjust
as attractive as before, it is only war that has become much moagtate toS; (although
it remains worse than compellence). The confrontation betweeratitors with relatively
high valuations and low costs of fighting can lead to war wlgscan make a military
threat. Mobilizing additional resources allows him to improve War payoff but, more
importantly, also undermines’s war payoff. If he mobilizes enough, she would capitulate.
Assured compellence is preferred by both players to war, and isémse peace is socially
beneficial. Militarization can thus be stabilizing becauseduces the probability of war by
making it sufficiently unattractive to the opponent.

These two examples make a crucial general point. Mobilizaditects the war and ca-
pitulation payoffs forS; in different ways. Under certain conditions it may improve the wa
payoff sufficiently to make fighting preferable to capitulatidinat is,S; can make himself
resolved by mobilizing enough additional resources. More ingmblt, mobilization also
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affects the war payoff of, directly. Under certain conditions it may attenuate it sudfictiy
to make capitulation preferable to fighting. ThatSs,can vitiateS,'s resolve by mobilizing
enough additional resources. This result is central to the taukijs worth emphasizing it:

REsuLT 3.2 The military instrument cagreatea credible commitment for an actor where he had none
and canunderminghe commitment of his opponent.

Before we get carried away with enthusiasm for the military instmireshould note that
the beneficial effects under some conditions must be tempeatkdather serious disadvan-
tages under other conditions. For instance, the abilityitibamize the crisis could turn out to
be destabilizing and lead to war in circumstances where ihatnl do so would guarantee
peace at the status quo distribution of power.

ExampLE 3.3 (Militarization Can Be Destabilizing). Letall variables be as in Examgdle8cept,; = 2
(that is, all we have done is halve the costs of wag4 If S; were unable to mobilize additional military
resources, his payoff from war remains—at, and since this is worse thar0.5 (which is what he would
get by capitulating), his threat is incredible, and in the unique SPE he mppetseS, immediately. War
will never happen in this equilibrium.

Consider now the scenario in whicty can militarize the crisis. To commit himself credibly to war,
he would have to mobilize at least > 0.24. However, becaus$§,’s war costs now are much lower, her
expected payoff from fighting at any givenis much higher, and consequently it takes a lot more to coerce
her to capitulate. In this case, she would only do so i# 31.67. AlthoughS; can ensure her capitulation,
doing so is too expensive: his payoff would®e— m = —9.67, which is strictly worse than appeasement.
In other words,S; would rather give up the good than pay to comgglto give up her claim to it. On the
other hand, appeasement is worse than optimal war*at= 2.42, which would yield a payoff ob.17.
SinceS; will resist this allocation, escalating at this level causes certain war. KHemites unique SPES;
makes a militarized threat that commits him to war but fails to underrfir'® commitment. As a result,
the equilibrium outcome is certain war.

Compare this example to Example 3.1: the only difference isttieatosts of war fosS,
in Example 3.3 are half her costs in Example 3.1. This meandtreexpected war payoff
would be higher at any given mobilization I8y, which in turn implies that it would take a
lot more to compel her to capitulate. In this case, assuring etdemze is so expensive that
it makes it less attractive than appeasement. On the other §ga optimal war payoff is
the same as before, and since this is better than appeasemestatates and the crisis ends
in war. WhensS,'s resolve is very high, the additional military resourcgsmust bring to
bear to undermine her commitment may be prohibitively expensiowever, becausg;
can still make himself resolved, he may make fighting too ditan option. In that case,
he will opt for war to avoid appeasing his opponent. Althoughilitary instrument is still
useful toS, its costliness prevents him from ensuring the peaceful submisgiS,.

Compare now this example to Example 3.2: the two differencesaté’s costs of war
in Example 3.3 are twice his costs in Example 3.2 &8 costs of war in Example 3.3
are half her costs in Example 3.2. Because of the higher céstaroin Example 3.35;
does not have a credible commitment to fight at the status aushdition of power, which
means that peace is certain to prevail unlike the scenario impbea3.2. On the other
hand, S,’s lower costs of war in Example 3.3 also make it exceedinglstly to compel
her capitulation. Coupling this witl§;’s ability to make himself resolved with additional
mobilization destabilizes the crisis leading to war. To slarige:

REsuLT3.3 The ability to create a credible commitment may be destabilizing when the epforesolve
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is so high that it is prohibitively costly to undermine it. In that case, an actor mabilize optimally for
war and fight it to avoid appeasing the opponent.

The costliness of the military instrument is problematic whas épponent is so com-
mitted that the required compellence mobilization is prohiely expensive. As we have
seen, in this case it is entirely possible that the actor wmgdtkad prepare to fight a certain
war. The costliness, however, is also a factor to be reckoridewen when it is possible to
profit from compelling the opponent’s capitulation. Althoughthat case peace will prevail
in equilibrium, as it does in Example 3.1 and Example 3.2, tealtig mobilization can be
quite large. For instance, in both exampigsspends nearly 50% of the value he attaches to
the disputed good to ensure tlsatwill give it up peacefully. The reason in either case is that
S, happens to have somewhat low costs of fighting, which makerglatively attractive,
which in turn means tha$; has to mobilize a lot of additional resources to undermine her
commitment.

The price of peace, however, can also be quite high even wigenpionent is relatively
weak, as the following example demonstrates.

EXAMPLE 3.4 (Over-Mobilization for Commitment). Lat; = 12, andc; = ¢ = 10. Here, the costs
of fighting are relatively high for both players, asg’s valuation is much lower than before. Given the
high costs of warS; would need to mobilize at a high level to make fighting preferable to capitulation
In this case, he would only fight ifi > 7. On the other hand, becau$g’s costs of war are also high, it
does not take that much to undermine her commitment: she would capittiateevwern > 0.79. Note
now that it takes a lot less to compel her than to establish a credible comrhfonéh. This should not be
surprising: after allS;’s valuation is also relatively low, which in turn means that the probability abwvic

in war must be quite a bit larger to make fighting sufficiently profitable. TihisBon creates an interesting
conundrum forS; : sinceS,’s resolve is shaky, it appears that he could mobitize= 0.79 and compel her

to capitulate. Unfortunately, this is not going to work: at such a low leveteparedness, his threat to fight
when resisted is not credible, afd would certainly resist that escalation. The minimal mobilization level
that would compel her successfullyis= 7 because this is the smallest allocation at wifigls threat will

be credible. Mobilizing at this level would ensuse’s capitulation and yield; a payoff of5, which is still
better than appeasement. It is also better than war because at the optiniiedation for war atn™ = 0.48
(which S, will certainly resist),S1's expected payoff from fighting is3.96. (Obviously, because™ < 7,

S1 will not actually fight at this allocation. But since this is the best he can, irciplie, obtain in war, any
other allocation would yield even worse payoffs. For example, if hetiougth m = 7, it will be —7.5.)
Hence, in the unique SPE; makes a military threat that underming&s's commitment and compels her
capitulation with certainty. The equilibrium outcome is pedte.

Notice an intriguing aspect of strategic mobilizatidfy: is forced to “over-prepare” for
war in this exampleS, seems relatively easy to compel—after all, it does not takehnhic
get her to capitulate with certainty provided she also expbetisresistance would lead to
war. And herein lies the crux of the problem &y for at such a low level of preparedness he
will not actually fight if she resists. This lack of credibility turn, destroys the compellent
function of the threat and, would surely resist such an escalation. By mobilizing at the
much higher levelS; is essentially paying for his own lack of commitment. Becahise

31 The equilibrium is also peaceful B; cannot use the military instrument but it differs qualitativielghe
resulting distribution of benefits. Fighting at the status qutriftiution of power yieldsS, a payoff of—4,
which is worse than capitulating0.5), so.S; does not have a credible threat to fight. ConsequeSitly,
would resist any escalation, which in turn implies tiSatwill immediately appease her. Even though the
equilibrium outcome is peace, it also entails a revision of thistquo inS,’s favor whereas when
militarization is possibleS; can successfully retain the good (at a price).
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valuation for the issue is relatively low, he cannot credibleé#tien to fight for it unless he
mobilizes enough additional resources to make victory venhlikgiven the weakness of
the opponent, this behavior may appear puzzling and eslyasasteful. However, the logic
of coercion is merciless: without this extravagant preparatiorwgr, S, would disregard
the threat and; would be forced to appease her. In this scenario, the militaryumsnt’s
main function is to creaté;’s credible commitment rather than undermisigs resolve.
Again, this makes peace quite expensive and without the lofgihe modelS;’s behavior
may strike one as irrational and unnecessarily aggressive. Unéiely, it is precisely this
“overkill” capability that is required here to ensure peace thhotlge capitulation of the
opponent. These conclusions seem sufficiently intriguingarant their emphasis:

ReEsuLT 3.4 Even though the military instrument can help achieve a peaceful resoltibwe arisis, the
price of that peace can be very high because the player must mobifioéesily many additional resources
to compel the opponent’s capitulation. The stronger the opponent, thigeectise peace. When the opponent
is not too resolved, an unresolved player will have to mobilize for “overkiipability in order to create a
credible commitment, without which the opponent would not capitulate.

This result suggests that, ironically; will have to over-mobilize and behave quite ag-
gressively in a situation in which he does not particularly ca@iathe issue and where his
opponent’s costs of war are so high that he appears very easynfgetol he run-up to the
Second Persian Gulf War in 2003 may be a striking instance ofgreamic. Although re-
solving its problems with Saddam Hussein was somewhat impicdddhe US government,
it certainly cannot be considered to have been a vital secsstyet> The war would also be
quite costly for the US because of the need to transport troopdarge distances, maintain
and supply them in a faraway theater of operations with minaiied support over a long
period of time, and do all of this when the economy was on a davdiwend. Even without
considering the costs of the occupation that followed, war elearly going to be a costly
enterprise. On the Iraqgi side, Hussein’s valuation of the issus frave been extremely high:
yielding to the American demands would have destabilizeddggme, undermined what-
ever prestige he had in the Arab world, and perhaps even exposé&ddcagpl weakness, a
consequence of the First Persian Gulf war from which it had newewvezed. Furthermore,
war itself would be exceedingly costly given US capabiitand the fact that defeat would
spell the end of his regime and probably his life as well.

This, then, appears to match the example’s parameter confaucatite closely: an actor
with a moderate valuation of the issue and high costs of watt mage a military threat
against an opponent whose valuation and costs of war are botlhigh. Given the military
superiority of the US it should not have taken a very strenuousapaéipn to undo Hussein’s
commitment to resisprovided that he believed the US would actually fight at teael of
preparednes®But at such low level of preparedness, the moderate valuatithredd S would
have left it uncommitted, rendering the threat incredible. As altgbe US had to engage in
much more aggressive behavior and mobilize what appeared assixely large amount of
force to deal with such a weak opponent. The logic of coercionmatizes such behavié.

32 This is declarations of Iraq being a “clear and present” dangavithstanding.

33 Since we have not considered the post-war occupation, thiedifarces are only relevant for the
war-fighting phase. As it turned out, a force sufficient to winaa way prove insufficient to create the
post-war peace.
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In the actual crisis the compellent threat did not work becausa #wugh the US had
mobilized enough to commit itself to war, it had not mobitizenough to undermine Hus-
sein’s commitment. As we shall shortly see, this is exacthawtan happen whef; is
uncertain of his opponent’s valuation and is unsure how muahdbilize to ensures,’s
capitulation. The costliness of the military instrument mayse him to balance the risk
of war against the benefit of economizing on preparation. Hs epdmobilizing less than
what it would take to compel a highly committed opponent (botrenthan what it would
take to compel a moderately committed one), so if it so hapgeidie actually faces such
a resolved enemy, the equilibrium outcome is war.

One final observation to make here is that wher&gds optimal mobilization for war
is a function of his valuation and costs of war, his compellapbilization is much more
involved. First, he must marshal enough resources to commithtyewi fighting when re-
sisted. As we have seen, sometime this may involve substawgrkill capability given the
type of opponent he is facing. Second, when he is not forcedapmwbilize to compensate
for the inherent lack of credibility of his own commitment, thgtimmal mobilization level
depends otis opponent’sialuation, costs of war, and audience costs. The actuavimgha
of S; would reflect the type of opponent he faces rather than his oparty

This dependence is critical for it implies that it will affe€t’s behavior when he is un-
certain about the opponent’s type. In that scenafjawill not know just how much he must
mobilize to ensure,’s capitulation at the lowest possible cost. This opens upalevnew
can of worms because now the desire to avoid unnecessary expagsauses; to fail to
mobilize at a level that is sufficiently high to comp® successfully. In turnS,’s uncer-
tainty about the credibility of;’s commitment may cause her to resist threats in the hope
that S; is actually bluffing. In both cases, their actions will leadnar for reasons that are
entirely separate from the optimal war that occurs in the mode¢iucoimplete information.
In particular, the probability of war could be strictly positiire circumstances when the
players would have avoided it for sure had they been complei&dymed from the outset.
This means that uncertainty may leadaar with regret—war that players would not have
fought if they were not asymmetrically informed about their vétugs. It is to examine
these possibilities that we now must turn to the analysis efntiilitary threat game with
incomplete information.

3.4 Threats Under Uncertainty

As it turns out, the analysis of the military threat game undeoinplete information essen-
tially amplifies the conclusions from the complete informati@se, with some intriguing

nuance. The analysis itself is quite tedious because itiesdandling every possible con-
figuration of parameters. In the interest of clarity of expositigmesent the formal details
in Appendix B and here provide the main logic of the argumemg@lwith results that are of

most significance from theoretical and substantive perspscthin the previous chapter,
the solution concept is perfect Bayesian equilibrium in purdeggias, or henceforth “equi-

34 This is why the optimal mobilization for war is always smallerritibe optimal mobilization for coercion, as
we shall see later. It is worth exploring militarized coerciomen one’s expected payoff from war also
depends on the opponent’s valuation (e.g., because theitditeences how hard she will fight).
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librium.” Recall that this equilibrium requires that strategége sequentially rational given
beliefs, and beliefs are consistent with the strategies.

As in the complete information cas®, will attack if, and only if, (CR) is satisfied. The
problem, of course, is that becauSgdoes not his valuation, she may be unsure about the
credibility of his threat. She will, therefore, attempt to inffrs level of commitment from
his observable behavior—in our cases, this implies $hatill attempt to infer his valuation
from his mobilization effort. Lev} () denote thdeast committedor least resolved) type
of S; at the allocatiom; that is:

(3.1)

where | have rewritten (CR and solved fow;. As one would expecty; (m) increases in

c1 and inM,, which means that the high8&i’s costs of war and the more advantageous the
status quo distribution of power is £, the moreS; would have to mobilize at any given
valuation to commit himself. On the other hand, it is decragasim:, which implies that the
larger the mobilization, the lower the minimum valuati8&hmust have to become resolved
to fight. Even a relatively low-value type can commit himselivar if he mobilizes enough
additional resources.

The fact thatS;’s credibility depends on his mobilization creates a serioublpro for
both actors because$f, remains uncertain about his valuation, she may not know whethe
the mobilization effort she has observed is, in fact, truly cotting for her opponent. Be-
cause mobilization is costhyg; clearly has incentives to economize on it as much as possi-
ble. FromS,’s perspective, this may translate into attempts to bluff hey submission by
allocating fewer resources than he actually requires to comnfighting. This may tempt
her to resist and risk the possibility that her opponent is ftégolved, causing war in the
process. None of this was an issue in the complete informatise whereS, knew with
certainty whethesS;’s threat was credible.

With uncertainty, whet$, observes a mobilizatian, she knows that if she resists, will
attack if his valuation is; > v} (m), and capitulate otherwise. L&k (vy (m)) = Priv; <
v} (m)] denote her belief tha$; will capitulate when resisted at (that is, the probability
thatv, < v{(m)). If she resists the mobilization, then she will obtair;’s submission with
probability G; (v{(m)) and will end up causing war with probability— G, (v{ (m)). There-
fore, she will resist if, and only if, the expected payoff from resistais greater than the
payoff from capitulation, or whe@; (v (m))v, + [1 — G1 (v} (m)) ] [(1 — p(m))vs — 5] >
—a,. Solving this forS,’s valuation yieldsv; (m), the smallest valuation at whic$, will
resist given her beliefs and the observed mobilizatiots fay

(1- Gl(v’f(m)))cz —a
= p(m) + p(m)Gr (v () (CR)

This, in essence, is the analogue to ¢CBnder uncertaintysS, resistsn if her valuation is
greater thamw; (m), and capitulates otherwise. As it happens, this conditiorbessimplified
quite a bit for all but one type of equilibrium in this game. Asillwow show, in any equi-
librium with positive risk of war,S;’s threat must be credible, which implies that whenever
S, observes the equilibrium mobilization levels, she will know $are thatS; will attack
when resisted because > v} (m). This implies thaG, (v} (m)) = 0, which reduces (CR

vy (m) =
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precisely to (CR) under complete information. In other wordgtimal strategic behavior
by S; will reveal sufficient information about his valuation to edistothe credibility of his
threat to fight in any equilibrium in which his threat leads to aifiee probability of war.
This echoes results from the sunk-cost and tying-hands modelsapt€r 2: bluffing is not
an issue in equilibrium in the sense tiftcan, and does, credibly signal his resolve. The
only time when he does bluff is when this carries no risk of warllaaresult new to the
military threat model that | will investigate at some lengttefan this chapter.

ResuLT 3.5 The military instrument’s potential to create a credible commitment for an aotdrunder-
mine the commitment of his opponent is fully utilized under uncertainty: ridkgny threats will always
be credible.

To establish the crucial result that risk-inducing threats mestredible, we begin by
observing that ifS; mobilizesm in some equilibrium, then he must attack when resisted
with positive probability. If that were not so, thefa would resist him for sure. Because by
suppositionS; will not attack aftewn, it follows that if he chooses to threaten with he will
have to capitulate with certainty in the endgame. But thiestrictly prefers to appeas®,
contradicting the equilibrium supposition that he threatessith m. This implies that only
two general types of behavior can be observed in any equilibiiuwhich S; mobilizes:
either S, capitulates for sure (assured compellence) or she resists waitivpgrobability
and when she does so, war occurs with positive probability. riehe step establishes the
stronger claim that in any equilibrium that does not lead taii@sscompellence, her resis-
tance will certainly to lead to war. Lemma 3.1 states this result, and because tbé&ipro
instructive (and short), | present it here in its entirety.

LEmMA 3.1. Military threats that induce a positive probability of wareacredible in any
equilibrium with plausible beliefs.

Proof A belief isplausibleif an unexpectedly large out-of-equilibrium mobilization casis
S, to conclude thas, is resolved®® Consider now some equilibrium threatafter which
there is a positive risk of war. 1§, were certain to resist such a threat, tlgrwould never
bluff: any type that does so would have to capitulate latermhiacur both audience and
mobilization costs. Therefore, the credibility of the threatldoonly be a problem ifS,
resisted with positive probability but was not certain to do®us now implies that there
are valuations for whicl$, does not resist: in the support ofS;’s beliefs. By sequential
rationality, S, capitulates whemw, < vJ(m), and because such types exist, it follows that
the least valuation type to resist 4§ (m), which is indifferent between capitulation and
resistance.

Suppose now that there is an equilibrium with a positive risk af afterm, and where
some of the types mobilizing at are bluffers. It cannot be the case that all of them are
because in any equilibrium in whickl; mobilizesm, there must be some types that are
resolved ain. If this were not true, thel§, would infer that he is not committed, and would
resist for sure regardless of her valuation, forcing any bluffer ftekate for sure. But
this means that bluffers would strictly prefer to appease her ideely, contradicting the

35 Plausible beliefs are formally defined and explained in AppeBdSince | will only consider equilibria with
plausible beliefs, | will henceforth refer to them as equifibr
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equilibrium supposition. Therefore, in any equilibrium in whi§hresistsm with positive
probability less than one, bluffers must be pooling with resthtypes on the common threat.
Consider now the highest-valuation type among the ones twtgmd note that he must
be resolved at because if any type in that set is resolved at that allocatimmn so must
he. If he deviated to somé& > m, any plausible belief§, might have would lead her to
conclude that he is still resolved. To see that, note first thathappens to be the equilib-
rium mobilization of some other set of types, then it must belibte. To see that, suppose
that another set of types (all of whom have valuations higmen the deviating type’s) pool
onm in equilibrium and some of them are unresolved at that level Tdads to a contra-
diction because we know that the deviating type must be redawn, which implies that
any type with a higher valuation will also be resolvedatwhich means that any such type
will also be resolved at:. Hence - must be a credible mobilization level in equilibrium.
It follows that/m: cannot be the equilibrium mobilization of a set that conggtdusively of
bluffers. Therefore, it must be an out-of-equilibrium mobilizationwhich case the plau-
sibility requirement applies. The upshot is tisatwill conclude thatS;’s threat is credible
and will resist with a strictly lower probability. To see thetéat recall that in the supposed
equilibrium, the least-valuation type to resist is preciseljifierent between capitulation
and resistance when she believes there is a positive chartcs;tiebluffing. WhensS,
revises her belief to conclude that resistance will certaiedIto war after, then some
of the low-valuation types will no longer prefer resistance tpicdation. But the drop in
S»’s probability of resistance, no matter how small, will increéise deviating type’s payoff
because the drop is discontinuouginthat is, even an allocation that is larger but arbitrarily
close tan will produce it. But this means that this type would prefer toidee; contradicting
the equilibrium supposition. O

This is indeed a strong result that casts serious doubt on thiermdrey analysts consider
to be the crucial problem decision-makers face during a crisis-sé¢laech for credibility.
What we have just found is that states edmaysfind ways of making their threats credible.
Military movies appear to be quite persuasive in that regard. éir imalysis of seventy-
seven crises involving military threats, Karsten et al. (19847p#und that these threats
appear to be quite clear (98.9% of cases with respect to godl9&8% with respect to
means). More importantly,

The targets generally regarded the threats as credible—that is, in 68ehpef the cases, the
targets appeared to believe that the threatetidrimitend to fight if their demands were not met.
(In only 8 percent of the cases did the targets appear to believe thatélae ldoked credibility.
The remaining 22.5 percent of the cases did not belong to either of thessecut categories.)

The same study, however, also finds only weak correlation letweedible communication
and the success of threats (success being defined as the cadritiertarget short of war).
Onone hand, it is not difficult to see how a threat that is peeckiv lack credibility may not
produce concessions. In the run-up to the First World War, the Gertmeawily discounted
the Russian threats. There were several reasons for this. Rudsmadte a similar threat
during the Bosnian annexation crisis in 1908 but had backtchekeen Austria-Hungary,
propped by Germany, had stood firm. In that event, the Russianwtitiake any military
moves and even pressured Serbia, which had mobilized, to backtdo. The Germans had
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calculated, correctly, that Russia was unprepared for war anddiledl its bluff2¢ Six years
after this encounter, Russia was still recovering from the disast1904 war with Japan,
it was rebuilding its Baltic fleet and expanding its railwaybseTGermans were optimistic
that Russia was bluffing yet again. They were wrong but the kegtipn here is not why
they did not believe the Russian threat but why they resolvéigho evenafter the Russian
mobilization had made it plainly obvious that the threat welible. In other words, once
Russia moved militarily, its commitment to Serbia was revealgdas a result the Germans
just mobilized for war themselves (Trachtenberg, 1991, 52-55).

Even a threat that is perceived as credible from the outset may ortt Whe military
threat of the US-led coalition against Irag over the invasion ofviit in 1990 was an in-
stance of mobilizing overkill capability. Despite some ntx@gnals from the Bush admin-
istration (e.g., the ill-conceived ‘last mile’ diplomatic iigtive), by late December Saddam
Hussein was certain that the threat was credible. He may hawdopsome last-minute
reprieve if he could just delay the outbreak of war long enoughelen failing that he
determined that the expected payoff of fighting to a militarjede would be better than
withdrawal from Kuwait provided he survived the war. The problens wat that the threat
was not credible—it was—nbut that Hussein’s political cadtiains could not be influenced
by military means whose objectives did not include the togpirhis regime, something that
was politically impossible for the coalition to aim at and ntain its cohesion (Freedman
and Karsh, 1993, 275-78,434).

Why, then, do credible threats sometimes fail? Clearly, thelprolis not that they are
disbelieved, that the threatener has somehow failed to conuete the extent of his com-
mitment. There must be something else. As we shall now seeidbmething else” is the
inability to undo the opponent’s own commitment. Whereasilgary threat can commit
one to war and communicate this fact credibly, its costlir@sthe uncertainty about the
extent of the opponent’s commitment may prevent the threafesra mobilizing sufficient
forces to induce that opponent to capitulate. Indeed, in 19¢43érmans took their esti-
mate of Russia’s lack of adequate preparation for war and ttadsiafrom thinking that
the Russian threat was a bluff (because Russia would not figat amprepared) to thinking
that Russia would certainly lose the war because it is fightimgrepared. The threat, while
credible, was not capable enough to lower the Germans’ expegie payoff to the point
that would have induced them to negotiate. In 1990, Hussainiritally hoped that dis-
agreements among coalition members and public opinion wandtain the Americans’
willingness to use force. When this did not happen and the USeprd®d with an enor-
mous military build-up in the region, he convinced himself ttiegse same factors would
hamper the Coalition’s ability to prosecute the coming wéeaively: if he could only pro-
long it enough for casualties to accumulate, he would be abédbtain some concessions.
The threat, while credible and capable did not reduce Hussexpscted payoff from war
enough to induce him to capitulate.

Mobilizing for War, Coercion, and Compellence

Lemma 3.1 shows that in any equilibrium with plausible beliafsy threatS; is willing to
make must be credible when it runs a positive risk of war everintitlves pooling. That is

36 Taylor (1971, 451-55), Lebow (1981, 122).
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even if S, remains uncertain about his actual valuation, she will knat ithis high enough
to satisfy (CR). This now implies that any equilibrium mobilization will lead to one of
three possible behaviors I8, which we use to label the cases:

War Preparation: S, resists with certainty after. Lemma 3.1 then implies that any such
mobilization must lead to fighting. This is essentially tleenge as the complete
information caseS;’s mobilization is sufficiently high to commit him to war but
too low to undermine the resolve of the lowest-valuation typ&,dfie believes he
faces. This causes, to resist for sure even though she knows that the outcome
will be war. As in the complete information scenario, whgnis certain that his
mobilization will lead to war, his optimal preparation for it imique for each
valuation. There will be no pooling on a common threat h8gés war preparation
will completely reveal his type. We shall usg* (v,) to denote the optimal war
preparation forS; with valuationv;.

This is what Lebow (1981, 334) calls “justification of hodgyilicrises” in
which the decision for war precedes the apparently coerciveanyilthreats. Lai
(2004, 216-18) also notes the difference between public ceemobilizations
and preparations for war (which are often done in secret): “Unlikdiputobi-
lization, private mobilization is designed to have littléeet on the behavior of an
opposing state in a crisis. It is not designed to coerce a stitdacking down
and agreeing to a settlement.”

Coercion: S, resists with positive probability less than one after This is perhaps the
most interesting case because it can only occur because eftaimty aboutS,’s
valuation. Even though her uncertainty abéyts valuation will be resolved by
his equilibrium behaviothis uncertainty about her valuation causes him to run a
positive risk of war in return for a chance that she will capiteldn principle,S;
could always mobilize for assured compellence. However,glsmmmay be too
costly because it requires that he mobilizes enough to undertinéncommitment
of the toughest opponent possible (highest-valuation tyaehté assigns positive
probability to). Because there is a chance thig$ valuation is lower, this mobi-
lization may be too wasteful. Because it is also cos§lywill attempt to strike
a balance: his mobilization will be smaller (than what it taker assured com-
pellence), which is cheaper but runs the risk tBatwill resist and he will have
to fight. Still, because he believes that the lower-valuatjgres of S, could be
compelled profitably, he does not prepare for outright war: his hzalion will
be larger (than his optimal war preparation that even the lewadsation type of
S would resist), which is more expensive but induces the poggiltilat S, will
capitulate. In essenc§; faces a trade-off: spend more and obtain a higher prob-
ability that S, will give up or spend less and run a higher risk of war. The optima
mobilization balances these gains and losses.

This mobilization may involve pooling for reasons that are resaent of the
“overkill” causes under complete information. If there are (lowdadion) types
of §; that could profit from mobilizing atn (becauseS, capitulates with posi-
tive probability) despite the risk of having to capitulate ne endgame, then they
would be tempted to mimic the behavior of the type that is resblatm. But
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Lemma 3.1 implies that such bluffing cannot happen in equilib, and indeed;
eliminates the possibility for bluffing by his optimal behawiany type, the cred-
ibility of whose optimal coercive mobilization is threaten@gdpotential bluffers,
over-mobilizes to restore his commitment in a way tBatmust believe. As we
shall see, in equilibrium this means that all these resolveestyool on a common
threat that is too costly for any potential bluffer to want to ndnWhen poten-
tial lack of credibility is not an issue, the coercive mobitipa level is unique for
each valuation off;, and his behavior will completely reveal his type. We shall
useni(vy) to denote the optimal coercive mobilization f§y with valuationv;.

Assured Compellence: S, capitulates with certainty aftern. As we shall see, this may
involve bluffing. Intuitively, the logic of Lemma 3.1 does napply because no
type of §; will be willing to mobilize more thamn to signal his credibility: there
is no profit in doing so becaus® is already certain to give up. Frosy’s per-
spective, even though she might harbor doubts alSpstcommitment, the risk
of war will be sufficiently high and her payoff there sufficignibad to outweigh
any gain she might have from resisting the threat. This is sirtilahe assured
compellence equilibrium under complete information but isthetsame because
bluffing is possible only whels, is uncertain abous$;’s type. As before, there
can be at most one mobilization that ensures compellenceuifiteym because
if that were not so, any type that chooses the higher comped#gal can prof-
itably deviate to the lower one. We shall ugeto denote that unique compellent
mobilization.

The rest of the analysis then reduces to the (rather tedious)isxafcdetermining which
types of S; will choose a particular type of mobilization. In general, waegaration is
cheapest, coercion is more expensive, and assured compeabemost expensive. This is
easily demonstrated mathematically but the logic is transpaBy definition, any prepa-
ration for war happens whesy, is certain to resist at that particular allocation even though
she knows thafS; is resolved. In particular, this means that the lowest-valoatype of
S> would rather fight at any:*(-) than capitulate. Certainly, she would do so at any mobi-
lizationm < m*(-), therefore she could only be willing to give up after some> m*(-).
Because the only way to obtain a positive probability tBatwill capitulate is to induce
some of the lower-valuation types to do so, it follows that aogrcive mobilizationz(-)
must be greater than any war preparafibiBecausesS, resistsni(-) with positive proba-
bility, it follows that her highest-valuation type is unwiilj to capitulate at that allocation
even though it is credible. The only way to induce her to do so isndermine her com-
mitment with an even larger mobilization. Therefafemust be higher thani(-). Clearly,
m is the largest mobilization that can be seen in equilibriuetause it ensures ths will
capitulate, there is no sense in spending more on unnecesshijzatmon.

The equilibrium can involve mobilization of all three typesgkneral, the lowest-valuation
types will find even the cheapest war preparation too onerousvdhalppease. Somewhat

37 This result clearly depends on the assumption that the war plyafhe player is independent of the
valuation of the opponent: if war is to occur, players do rasechow much the enemy cares about the issue.
An alternative assumption would be that higher-valuation syfight harder, so the payoff from war against
them is lower. See Slantchev (2010) for a model along thesg.line
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higher-valuation types will be unwilling to spend on coerchant will prefer to avoid ap-
peasement, and consequently mobilize for certain war. Exg@rehivaluation types can af-
ford to spend more to get some chance of forclagto capitulate but find that ensuring
that is prohibitively costly. They mobilize for coercion (whiafay involve some pooling).
Finally, the highest-valuation types can afford the extravagenbilization that causes, to
give up with certainty. These all pool on the unique assuredoatience level, which makes
it credible.

REsuULT 3.6 The costliness of the military instrument can sometimes make it unprofitabhepioy it to
minimize the risk of war. Its use must balance the costs of mobilizing the farmge necessary to achieve
that against the gains from obtaining a higher probability of the opponeagstalation.

When Stalin challenged Finland in 1939 demanding the cessicstrategic territory
around Leningrad and the lease of the Hanko Peninsula for thiéared a base, the Finns
could not have hoped to coerce the USSR by the threat of force.duego way of making
the threat capable enough to deter the Soviets from attemputitaké by force what they
could not gain through diplomacy. In a sense, a coercive threstsavgrohibitively costly
as to be entirely out of reach. Having judged their own intergstbe issue to be vital,
the Finns mobilized for war. However, despite their initiatsesses and the outpouring of
diplomatic support for their cause, they could not prevail asfza foe as tremendously more
capable as the Russians (Jakobson, 1961; Trotter, 1991).

The October War of 1973 is another case in which the opponastsgen as being too
strong and having too high a valuation to be coerced at an atadeptost. In this instance,
Egyptian military preparations that would underscore the thegat, make it credible and
capable would be too extensive and too risky should the thaglattfwas more efficient to
attack Israel despite the low probability of overall victory besmeven partial success in the
war would shaken its image of invincibility and perhaps inglitdo offer terms that it could
not be coerced into offering with threats alofie.

When Xerxes invaded Greece in 480 B.C. and challenged thetaityssto surrender,
his army was too large for the disunited Greeks to be able to mtistamilitary strength
to deter him. With their pessimistic assessment of theyikeltcome with such a severe
asymmetry of power, most capitulated. Only Athens and Spatéddd to make a stand,
and of these only the Athenians fully prepared for war. In this ctsemobilization had
no intent to coerce the Persians—that would have been untiigikat was meant to fight
a last-ditch attempt to prevent the subjugation of the petandine Athenians did not have
much confidence in their chances: watching their city burn frobmtemporary safety of
Salamis, they had already made plans to evacuate to ltalygtmiBpartans fail to support
the planned battle in the straits (Green, 1996; Strauss, 2004).

38 |tis also interesting to note that the costliness of mobilizatimy have prevented Israel from establishing a
deterrent posture. Egyptian exercises in the Canal Zone weestant source of anxiety for the Israelis. The
IDF had been partially mobilized on several occasions becaubewf and after the last war scare in June
ended without hostilities, there was criticism of the governnfienthe economic costs of mobilization. Both
Defense Minister Dayan and Chief of Staff Elazar were reludt@morder another mobilization in late
September (Dupuy, 1978, 406—-8). When Elazar became sufficiattied about the somewhat vague
intelligence signals and asked the government to authorizelimethon, it was for a preemptive strike or
counter-attack, not deterrence (The Insight Team of the dn&ainday Timgsl974, 114-23).
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In both illustrative cases, the problem was in the threatenertepéon of the opponent’s
valuation (very high) and military strength (very capable). Thimbimation makes coercion
very expensive and (although that factor is not present in theefhaisky if it fails: an
overt military preparation may make one a convenient targetldtiba opponent refuse to
capitulate. This suggests that militarily stronger statet wlearly defined interests in the
dispute may resort to coercion more frequently than militarily veeatates. This in itself
is perhaps not surprising for it echoes common wisdom. HoweMeg ¥8 less obvious is
that the logic also suggests that even though strong staliegpear more bellicose because
they resort to military coercion more often, they will actually b&w fight less often. That is,
if a weaker state finds itself in a dispute with a strong opptnitis likely to find it optimal
to fight its adversary rather than attempt to coerce it. In asymemeisputesthe weaker
side will be more likely to initiate hostilitie¥.

The flip side of this argument is even more explosive: a strositg $hat does not engage
in aggressive coercion essentially reveals lack of interesigiisisue and invites attack from
a weaker high-valuation opponent. This suggests that thgstit and unyielding demands
the US made of Japan in 1941, seeing as they were not accordbgmiglitary preparations
to make American resolve credible, were practically bound to ge@wshat became the
attack on Pearl Harbor. One is hard-pressed to see how it couldbkawmeotherwise, which
is why it is not surprising that many have concluded that the Oy was deliberately
designed to provoke such an attack: an overt display of forceddoaNe persuaded the
Japanese to abandon their claitfs.

To see more precisely under what conditions a threatener weeflerfio attempt coercion
instead of outright war, we must return to the model. When ndtitbns of these different
types occur in equilibrium, they always partition the valoas of S; in order of increasing
valuation, as indicated above. It is possible that no typeilizeb for war, or that no type mo-
bilizes for coercion, or that no type mobilizes for compellerareany combination of these.
For instance, it could be the case that in equilibrium somedyappease, others prepare
for war, and others mobilize for assured compellence (i.e., n® typbilizes for coercion).
We know that the types who appease have the lowest valuatlmmsypes who fight have
moderate valuations, and the types who compel have the higalestions. When neither
of these mobilizations occurs in equilibrium, we have an msteofassured appeasement
S appeases, regardless of his valuation. Appendix B shows the conditibasdetermine
which particular configuration of mobilization levels williskin equilibrium.

Figure 3.3 illustrates graphically the equilibrium for a case ol S; appeases if his
valuation is low, prepares for war if his valuation is moderatepiiizes for coercion if

39 Paul (1994) reaches similar conclusions but for slightly déffeey though not incompatible, reasons that
emphasize the advantage of a surprise attack.

40 sagan (1994, 61-63) argues that the stations of the US FlPeiaak Harbor was too vague of a threat,
especially in context of Roosevelt’s domestic promises. The Amerasbassador to Japan reported that
Japan will be deterred only insofar as it believes that the W8ri®us. Ironically, Roosevelt seems to have
thought that an explicit verbal threat would be more proviseghan a clear military move (80). As a resullt,
the US opted for a slow buildup in the Pacific that only succeéugdtting severe pressure on Japan to jump
the gun instead of surrendering in the future. The model heregempiat had the US mobilized openly to
persuade Japan that it would be embarking on a protracted wan 3aquld have capitulated. The problem
was that Roosevelt could not have ordered such a mobilizaticioimestic reasons. He also seems to have
underestimated the probability that Japan would risk an attack.
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Figure 3.3 War Preparation, Coercion, and Assured Compellence.

his valuation is somewhat high, and mobilizes for assured etlenge if his valuation is
really high. The figure plot§;’s expected payoff from mobilizing optimally given wh&i

is expected to do after such a mobilization. Becatise behavior depends on his (privately
known) valuation, the payoffs differ in;. For example;W; (v1) is S1’s payoff from certain
war for which he has mobilized at the unique for his valuatiost beeparatory leveh™* (v;);
€1(vy) is his payoff from coercion with the uniqu@(v,) for his valuation; and4; (v,) is
his payoff from assured compellence with which of course is type-independent.

The shapes of these payoff functions are derived in AppendixtB;iwalso establishes
that asS,;’s valuation increases, his payoff from assured compellenaeases by more
than his payoff from coercion, which in turn increases by more tharpayoff from war.
Intuitively, this follows from the fact we established earliere tivar preparation level is
smaller than the coercive one, which is still smaller thandksured compellence level.
Observe now that as, increases so dm*(v,) and#i(v;). However,€; (v,) will increase
by a larger amount thafW, (v;) because while larger mobilization improves the payoff
from war in both cases, in the coercive scenario it will also cadysto capitulate with a
higher probability. As a result, the overall improvementSiyis payoff will be larger when
he mobilizes for coercion than when he prepares for war. To seeAth@t ) increases by
even more, it suffices to note that becauseoes not depend of};'s type and there is no
risk of war, the increase ifi;’s valuation translates directly into a corresponding incre@ase i
his payoff from assured compellence. This is by far better thahe coercive case where
the costs of the higher mobilization and the positive risk af 'emper the improvement.

Appendix B also shows the derivation of the various speciagy S; indicated on the
horizontal axis. For our purposes here, it will be sufficient détenthat the superscripts on
these types consist of two-letter mnemonics designed toatelivhich two actions the type
is indifferent between. The codes are as follows: ‘q’ (quit for agpegent), ‘w’ (certain
war), ‘c’ (coercion), and ‘a’ (assured compellence). For examplé denotes the type that
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is indifferent between certain war and appeasement, and tee¥ys indifferent between
war and coercion. Equilibrium behavior I8y takes the following form:

e if vy < V"4, appease, immediately;

e if v; € (VV9, v, prepare optimally for certain war by mobilizing* (v,); in that case
S, resists for sure, an#l; attacks;

e if v; € (v v°®, mobilizem(v,) as coercion; in that cas®, capitulates with positive
probability, and if she does resist, attacks;

e if v; > v mobilizem for assured compellence; in that cdsecapitulates with certainty
(and if she were to resis$; would attack for sure).

In this scenario, whef§;’s valuation isv; € (v®9, v¥¢), he can actually profit from coercion
relative to appeasement as wefl;(v;) > 0 for them. However, because the coercifig
requires a relatively large mobilization, this option is uretive. Consequently, these types
mobilizem™(vy), which is smaller, still credible, but insufficient to g&t to capitulate with
positive probability, so certain war is the outcome. Wigis valuation is moderate, he will
be unwilling to pay to coerce his opponent, but he will be wdlito prepare and fight a war
instead. This behavior is roughly analogous to what we hawady seen in the complete
information scenario.

If S1’s valuation is moderately high, coercion becomes attractiatively to certain war,
s0.S; switches to a strategy in which he mobilizes a larger force butrimreduces the risk
of war and increases the likelihood 8§’s capitulation. Observe now thatif, > v29, then
assured compellence is better than appeasementyifv*'?, it is also better than certain war,
and ifv; > v, it is also better than coercion. Whén's valuation isv; € (v*2, v9), then
mobilizing m for assured compellence is more attractive than either war araesgmnent.
However, he will still be unwilling to pay as much as necessamgnsure tha$, capitulates.
Instead, he economizes on the costs of mobilization and ecagmsitive risk of war.

This analysis agrees with Kagan'’s (2003, 54) contention thetles’ defensive strategy
for Athens in the Peloponnesian War was seriously, if not ligthawed for the purposes
of deterrence. Once the Spartans had made their final non-nagateemand, Athens could
not have persuaded them to give up short of war without a dematiost of capability that
would give the conservative faction in Sparta enough stremgttirt the domestic argument
against war with Athens. Instead, Athens essentially thneat¢o fight a war that posed no
risk to the Spartans and imposed no significant costs on theritdbby, then, “without an
obvious, credible, frightening offensive threat [Pericles’] dipltic strategy of deterrence
was crippled and doomed to failure.”

It is not difficult to find examples of successful military threafake, for instance, the
famous Fashoda Incident of 1898. When the French expeditidaruviarchand attempted
to secure the area around Fashoda, it met the recently victoribciseiier who was in the
process of reconquering the Sudan for the British Empire’s Egyjliant. Although their
meeting was polite, it sparked a crisis in Europe. For two mométsiminations flew across
the Channel, with war fever running high. Eventually, the Bhitbegan earnest public prepa-
rations for war by mobilizing their fleet (Langer, 1935, 537-80)isTiorced the French to
capitulate: despite their large army they were in no positiarigage the British without
naval superiority that they could not hope to achieve (Bate84)1%5chultz (2001) argues
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that British political unity was crucial in rendering the threatuse force credible, and it
may have been so. In support, he cites Joseph Chamberlinersttiai British victory was
due “as much to the spectacle of a united nation. .. as it widste military and naval ar-
mamentsbout which the foreign press talks so maetd knows so little” (emphasis added).
What this quote reveals, however, is the preoccupation ofpperment with the actual mil-
itary preparations undertaken by the British. Lebow (1981, 32@igl# to conclude that
Britain’s success came from “her greater willingness to use fandeSalisbury’s ability to
impress this fact upon France.”

It is important to emphasize that military threats can fail deespeing credible. Many
studies have unduly privileged credibility in crisis interaas, which has attracted serious
criticism that usually aims at the wrong target. For instahedow (1981, 274) attacks the
focus on credibility by observing that

efforts to impart credibility to commitments may have only a marginal impaetroadversary’s
behavior. Even the most elaborate efforts in this regard may provéiaisat to discourage a
challenge when policy-makers are attracted to a policy of brinkmanslapreesans of preserv-
ing vital strategic and domestic interests. [... In many cases,] thedlafgatate not only did
its best to buttress the credibility of its commitment, but the commitments in quasiioe-
sented interests of sufficient political or strategic magnitude to have gavese to any kind of
rational adversary.

From this, he (and others) have concluded that credibility ishrbiggest problem faced by
decision-makers who are trying to make their threats stick. Alghathis finding somewhat
disingenuously ignores the fact that deterrence theorists waeemed with the credibility
of threats in the shadow of nuclear weapons, it is importantdogeize the element of truth
in it, and one need not jump to irrationality to do so. The problemot that credibility
is unimportant—it is, and as we shall see shortly one may hapayadearly to maintain
it—but that it is only one ingredient in the effectiveness of ititary threat. As Figure 3.3
shows, the threat need not maximize the probability of cegtituh: it must balance this
against the costs of ensuring it. Fully effective threats thhteve assured compellence will
be relatively rare precisely because they require the threateiberdeeply invested in the
issue and able to demonstrate sufficient military capabMiyte often, military threats will
be coercive in the sense that the threatener will have to asoepe risk that they will fail
despite their credibility (meaning a risk that he will have tagavar). He must balance this
risk against paying so much for mobilization that even its easdn ensuring peace would
not offset its enormous expense. Peace through strength mayrbe than life in a more
dangerous world.

Mobilizing Overkill Capability

The costliness of the military instrument can be a real problentsfoise becausg; may not
be able to afford the large mobilizations that would be negcgdsareduce the probability
of war. One particularly intriguing scenario can occur wtgfs valuation is moderately
low and his opponent is fairly easy to coerce provided he beidyés threat. We have
already seen, in Example 3.4, that under complete informétisrsort of situation will lead
to mobilizing “overkill” capability. Over-mobilization caalso happen here for reasons that
are roughly analogous.

Figure 3.4 illustrates this case. Here, the type that is agtwaliolved at his optimal
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Figure 3.4 Over-mobilization to Establish Credibility.

coercive mobilizationzi(v,) is denoted by°®. If S;’s valuation is such that; € [v°9, v°),
then he would strictly prefer to mobilize for coercion@tv,) than to appeas§, (assured
compellence is out of reach). The problem is that none of thgmestgan credibly threaten
to fight when resisted. Because the optimal coercive leveliguafor each valuation, if,
were to observe it, she will infe§;’s lack of commitment and will resist with certainty as
she will know that there is no positive risk of war. Hence, nohthese types will want to
mobilize at their coercive levels.

Unfortunately, that does not mean that they will be contenh \@pppeasement. Instead,
they may attempt to bluff. Consider, for instance, what happérs;’s valuation were
smaller tharw® but still among the ones that could profit from coercion. As we hjase
seen, he would not want to mobilize for coercion at his own uglgoptimal level. But
what if he mimickedv®'s behavior and allocated (v°)? Since this mobilization is credible
and profitable fow®, v° himself would use it in equilibrium. This means that wh&nsees
it, she would infer that her opponent is surely committed. $8pphe bluffer deviated to
that (costlier) mobilization and still remained unresolvedtatHe would obtain a strictly
positive probability of capitulation b§, who erroneously believes the threat to be credible.
Often this would be enough to give him a payoff that is striciyter than appeasement. If
this happens, than such a type would clearly prefer to pretenshfieBut Lemma 3.1 tells
us that there can be no equilibrium in which bluffing occurs wiheme is a risk of war after
the threat, as there would be here becau&e) is merely coercive and not compellent.

What, then, prevents this bluffer from undermining the credipiit v®'s threat? It isy®
himself. He does this by engaging in behavior that is suffibfamattractive for the bluffer
to mimic. Note first thaw® will be hurt by the potential presence of a bluffer who might
imitate his mobilization level: becaus® is well aware of the incentives such a bluffer
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might have, she cannot possibly believe tBatis truly committed if he mobilizegi(v°).
This ruins the coercive strategy of because it increases the probability tRatwill resist.
Suppose now that® instead mobilizedn’ > m(v°). Clearly, he will still be committed at
this larger allocation. Furthermore, if this over-mobilizatis sufficiently costly, the bluffer
will no longer find it profitable to mimic (which he would have to thecause now¢® is
not expected to us&i(v°®), so staying with this mobilization would reveal 8 that it is
actually the bluffer using it). In any equilibrium with plausidbeliefs, whers, seesn’, she
will infer that S; is committed for sure, so this over-mobilization will restore thedibility
of v®s threat. Although it will reduce his payoff somewhat (becaothe higher costs he
has to pay), it will still be better than appeasement and b#tt: using his own coercive
allocation thatS, does not believe credible. Consequently, mobilizing “oJ&rkapability
will be preferable for this type than permitting bluffing to dinshihis chances for coercing
S5 successftully.

As Figure 3.4 shows;® would have to go as high &s mobilization before all potential
bluffers are eliminated. Because larger mobilization are momenaitting, using (7) will
actually credibly commit types with valuations smaller thénThese cannot use their own
coercive allocations, which are smaller th&fs and are certain to be mimicked by bluffers
if S, were to believe them. If these types want to ensureShdaelieves their commitment,
they must also over-mobilize ai(7). There is no reason to go higher because doing so will
not improve credibility and is quite costly. To see which types willing to over-mobilize,
let z < v° be the type that is just indifferent between over-mobilizatidth 77(7) and
appeasement. I§,’s valuation isv; € [z, 7], he will mobilize “overkill” capability 7 (7),
which signals credibly his commitment and achieves coer€itearly, nov; < z is willing
to imitate such a high allocation because doing so would girea payoff that is worse
than appeasement. All over-mobilizing types get payoffs #natstrictly worse than what
they would have obtained had bluffers not ruined the credibdftyheir optimal coercive
mobilizations.

REsuULT 3.7 Uncertainty about an actor may sometimes undermine the credibility of msnitonent be-
cause his opponent believes that his coercive mobilization is small eriougghprofitably imitated even
when it would leave him unresolved. To re-establish the credibility of hisritment, this actor will mobi-
lize overkill capability when the resulting credibility gains outweigh the signalogi<

By the end of 1990, the American military buildup in the Persiainf&especially the
controversial doubling of troops in Saudi Arabia—persuaded &addussein that the US
threat to force him out of Kuwait was credible. The US could notehattained credibil-
ity if it had relied on the deterrent mobilization only—the foraeescessary for offensive
operations were about double the size required for defense of Baalia (Brune, 1993,
60-61). In the event, credibility proved insufficient becausetBespanded US demands
(from withdrawal from Kuwait to dismantling of Irag’s military mackehand, more impor-
tantly, because Hussein overestimated his expected payoffrar. He clearly hoped for
a protracted war that would force the Americans to offer some csimesor, failing that,
to extract political dividends even in defeat by resisting almmore powerful Western in-
vader, much like Nasser had done in 1956 when he lost theanyilitonfrontation with the
British and the French but won the political battle (Freedmankerdh, 1993, 275-78).

As in the complete information case, lack of credibility at a ifinétion too small to
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commit one to war can be a serious problem even when it would bese quite sufficient

to coerce the opponent if she would only believe the threat iegmts. Under uncertainty,
the problem is even worse because wisgris unsure ofS;’s commitment she will attempt

to infer it from his behavior. When she knows’s coercive threat is not credible for some
middling valuations of his, she can prevent him from using it ksisting any such mobi-
lization. Unfortunately, this creates incentives Krto bluff when he has such a valuation.
He may exploit the fact thaf, can only observe his behavior and may attempt to bluff her
into believing that he is truly committed by mimicking thecaation of some resolved type.
Of course,S; is quite aware thaf; may be tempted to pretend that he is tougher than he
actually is, and will not believe that larger threat either.

Hence, asymmetric information abatit's valuation has created a problem frhimself
if his valuation is among the ones that could be mimicked @bt by bluffers. In equilib-
rium, any type affected by this problem will resolve it by mohiig “overkill” capability—

a level that is too high for lower-valuation types to imitate fiiedoly. The sole purpose of
such excessive allocation is to restore the credibilit§ &6 commitment. Even though over-
mobilization does underming’s resolve more than the optimal coercive mobilization does
(and so reduces the probability that she resists), this type wmtlldave chosen it if he were
not forced to deal with bluffers—it is too costly to be worth the &f@nlt is when credibility

is at stake that over-mobilization becomes worthwhile.

As any Great Power, the US frequently faces a problem when it cémesnvincing
opponents of the seriousness of its intentions. The probldimiswhile such a state has
far-flung interests, its power makes military threats relativexpensive. As a result, and
perhaps somewhat contrary to one’s intuition, these threatsnetess effective for there
is nothing to stop the Great Power from attempting to bluff itpapent into submission—
certainly not the (relative lack of) expense associated wittbgandiplomacy. This is why
Great Powers may often have to resort to overkill preparations wiegretie serious in their
intent.

This logic was at work in 1994 when the US confronted the militeadeers of Haiti. Al-
though both Congress and public opinion in the US appearedéhttsiin armed interven-
tion to oust the junta, on September 15 President Clintonigdytthreatened to use military
force to do just that. The generals led by Raoul Cedras only agoestdft aside when they
were provided with evidence that paratroopers were boarding piarésrth Carolina for
the invasion Clinton had ordered to begin that evening (on tiie TBNC declared the junta
hostile, which altered the Rules of Engagement for the US fomegslaared them for lethal
action against Haitian security forces). As the President n6idus agreement only came
because of the credible and imminent threat of the multinatiferce.™! The threat was
indeed massive: 18 warships, including two aircraft carries,galoith an invasion force
of 20,000—the same number that landed in Haiti to enforce tmelhrokered agreement
a week later. The planned airborne assault was to be the langeistory since D-Day in
1944 (Ballard, 1998, 85-103). Even then, sixty-one planes weradylr@rborne on the 18th
before the junta leadership blinkét.

41 st petersburg Time§jorida, September 18, 1994.
42 United Press InternationaSeptember 18, 1994.
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When Commitments Need Not Be Credible

Bluffing need not always be a problem 8¢, so he may not need to over-mobilize to re-
establish the credibility of his commitment. Whereas Lemniashows that threats must
be credible if they induce a positive risk of war, this need nothe case if they do not.
As | have argued before, when a threat carries no risk of war, it neiebause it causes
S, to capitulate for sure or els§ would not be make it. But if his threat leads to assured
compellence, thefd; need not worry about his potential lack of credibility. To pudritother
way, if m causesS, to give up with certainty even though she suspégtmight be bluffing,
then there is absolutely no need for him to mobilize more to &éstabis credibility beyond
doubt. Doing so would serve no useful purpoSgican do no more than capitulate, which
she already is doing, and the larger mobilization is more esigen

It is not difficult to see whyS, would sometimes capitulate for sure even though she
knows thatS; might be bluffing. As (CR) makes clear, it} (77) exceeds her highest valua-
tion, then she cannot credibly threaten to resist evéh b} (m)) > 0; that is, even if there
is a positive probability tha$; will capitulate if she resists. The risk of resistance is just to
great, not only because there is a serious chance of war butetaase the payoff from war
is quite unattractive givef;’s mobilization.

Bluffing with military threats drastically differs from bluffing irhé simple crisis game
from Figure 2.1. Proposition A.3 shows that wh&nremains unsure whethé is truly
committed despite his threat, she might resist even if sherssolved. Because she only
resists genuine threats when she is resolved, this impliestibagrobability thatS, resists
when S; might be bluffing is higher than the corresponding probabilityew his threat is
credible. If S; happens to be bluffing, this means that he must face a highbalpitity of
capitulation. It is precisely this risk that deters excessivedts by an unresolves: if
his valuation is not sufficiently high, then the increased askapitulation keeps him from
escalating. In contrast, bluffing is without any risk in the maily threat game: what keeps
low-valuation unresolved types from threatening is the cost@htbbilization itself.

More importantly, however, in the simple crisis game bluffingr@ases the risk of war for
S1 when he is resolved. This happens because all such types tigit rgsisted and, as we
have just seen§, is more likely to resist. Hence, a resolvSd faces a problem analogous
to the one faced by° in the military threat game (and shown in the previous sectio®): th
credibility of his threat is undermined by the bluffers and he idikle to find a way to re-
establish it by engaging in behavior that bluffers are unwgllia imitate. Unfortunately, in
the simple escalation gam, is limited in his actions and there is no way for resolved types
to separate themselves from the bluffers. A resol¥edannot escalate “more” than a bluffer
to signal his commitment credibly t6;. It is precisely this type of problem that sunk-cost
(Corollary A.1) or tying-hands (Proposition 2.5) escalation nggrta solve. Military threats
can also solve this problem through overkill mobilization. Ihtlaése scenarios, credibility
is restored by making the threat unattractive to the bluffer: ifttsee too costly, too risky,
or some combination of those, for him to attempt.

In contrast to the simple crisis game, bluffing with a military #trearries no risk of war
for S; when he is resolved. Consequently, the only types that waardhally have an incen-
tive to engage in separating behavior because the credibflitiyeir threat is undermined,
have no reason to signal their commitment. Bluffing is possifeicause it is permitted by
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the resolved types who could reveal their commitment but ahoos to. Nothing like this
can happen with non-military threats because these do not &ffegtayoffs and cannot un-
dermine her resolve. With the military instrument, however sihgation is very different. A
sufficiently large mobilization bys; can dissuade even the highest-valuation opponent from
resisting despite the chance that such mobilization miglat hleff. OnceS,’s commitment

is fully undone, there is no need for a resolved type to reli&y®f any lingering doubt
she might be harboring about his commitment. When the comditwe right, bluffing can
occur in the military threat model, and it cannot be elimindiedause the only types with a
conceivable reason to do so cannot benefit from doing it.

3.5 Conclusion with a Side on Reputation

In previous work | examined military threats in contexts whgris valuation was common
knowledge and there was uncertainty only ab8y$ valuation. | found that bluffing only
happens in an assured compellence equilibrium, and | congetthat “the result of bluffs
never being called in equilibrium probably arises from the oneesidcomplete information
in the model” (Slantchev, 2005, fn. 13, 541). | then further spegtedl that “If there were
uncertainty aboutS;’s valuation as well,S, could bluff hoping thatS; will quit.” So it
came as a surprise to me that bluffs never being called is notiéacadf the informational
environment—the same result persists even when there is umtgrhoutS; valuation.

More importantly, bluffing is not simply deterred t§s's knowledge ofS;’s valuation
but by the optimal behavior of resolved types$ifwhose normal coercive tactic would be
most vulnerable to credibility problems—they over-mobilizegeestablish credibility. This
militates against the widespread notion that the weak coeefit from having a reputation
for strength. This notion is at the heart of the traditional fornpgdraach to reputation based
on the seminal work by Milgrom and Roberts (1982), and Kreps anddW({{£982). The idea
is that when costly confrontation is always suboptimal in a-sinet encounter, it may be
worth engaging in it if the relationship is long-term. The problamSelten (1978) observed
a long time ago, is that with finite relationships reputationrea be built if both players
are rational and we assume that conflict in one-shot encountstdbaptimal for the one
trying to establish a reputation. Reputation for strength capdssible if there is a positive
probability that one may be a type that will fight even in the-ghet setting. If that is the
case, then the weak can mimic that type’s behavior in a fewwariecs, which in turn would
increase the opponent’s belief that he might be facing thexgtopponent, which would
in turn moderate the opponent’s behavior, yielding the befreiit the costly building of
reputation by the weak.

One need not model repeated encounters to see the logic. Intog seobilization can
yield large benefits if it is believed by the opponent. The ddér can establish a reputa-
tion (credible commitment) by engaging in costly behaviornfumresolved type somehow
managed to persuade the opponent that he is resolved, theaphtation would serve him
well in a dispute with that opponent. That is, reputation isry@pponent’s belief about what
you would like to be, in this case a defender with a credible cament to fight when re-
sisted. The military threat model suggests that one cannabledt such a reputation, and
the reason is that the strong type—which the weak will have tolat®—will take into ac-
count this possible mimicry and will opt for behavior that theak cannot possibly profit
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from emulating even if doing so would establish the desired egjmut. In other words, the
costs of building a reputation of strength will outweigh thadfits. The traditional models
circumvent this by assuming that the strong has no further aditake to distinguish him-
self from the weak: it is an escalate or do not escalate decigibich, as we have seen in
Chapter 2, can be mimicked with (relative) impunity. But if §teong can engage in more
complex behavior—by choosing the intensity of effort in figlgti for instance—then the
possibility for mimicry vanishes very fast.

These results support Mailath and Samuelson’s (1998) poihtepatation is not who
you would like to be (a resolved type when you are not resolvedwhat you are not
(an unresolved type when you are resolvEdiror reputation to work, it is not enough for
the weak type to pretend to be strong by taking actions a stroagvonlld have taken in
his place. It must also be the case that the strong type carteothid behavior to restore
the separation. The strong must have no incentive to maintaireputation that is being
threatened by the potential for mimicry by the weak. If the weakaoimic the strong by
taking some action, then this action cannot persuade theneppdhat one is strong (after
all, there is a positive probability that it is being taken bg theak). But this implies that
this action would hurt the reputation of the strong becausellinet be persuasive enough,
which in turn implies that the strong will have incentives todfianother action that will
enable him to restore his own reputation. This is exactly whppéas in the military threat
model: high-valuation types, whose credibility would be undieed by the lower-valuation
types bluffing at their optimal coercive mobilization leveipt for “unnecessarily” intense
mobilizations to discourage that behavior.

This suggests thaeputation is a curse of the strongho are forced to maintain it, often
at great cost, just to differentiate themselves from the weaklé/dtively doing something
may establish one’s reputation in the sense that the opponaptbelieve that one is re-
solved, reputation does not automatically mean pace—wadillia possibility. But failure
to take that action can then be a full-blown signal that one igesnlved. Being proactive
may build a reputation while not necessarily leading to peBeing passive, on the other
hand, would either lead to capitulation or to higher risks af Wecause now a challenge is
more likely**

This is an unhappy result: to avoid the severe losses arising fraation, a strong type
must embark on a costly and risky course of action. The strong ahuays be prepared to
prove their strength. This explains Taylor's (1961, xviii) parad

Though the object of being a Great Power is to be able to fight a greattveaonly way of
remaining a Great Power is not to fight one, or to fight it on a limited scale.

Now, the “object of being a Great Power” is not to fight a great was, the ability to fight
such a war that makes a state a great power. However, it seegrthatumany great powers
that have engaged in all-out contests with others like thene Inat done very well. Even
allowing for Taylor’s typical hyperbole, there is a kernel of tratre but the paradox is only
apparent: one must not underestimate the benefits from haviagdpilitg to fight a great war.

43 Mailath and Samuelson (2006) offer a full treatment of repatsgii long-term relationships.

44 This suggests, however, that the strong may pretend to be weadyiétimate there is a high risk of war
anyway and they may derive advantages from misleading the eppanio a false sense of security
(Slantchev, 2010).
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Itis this ability that enables one to threaten to use force withesoredibility, which is what
in turn can deter challenges from other great powers, not to mentinor powers which
one can even fight with near-certainty of success. To createaifaelpx, Taylor ignores the
counterfactual: without such an ability, a state would be giged as weak and would not be
able to enjoy the fruits its status as a great power brings. Hawipgy for one’s reputation
may be a curse of the strong, but they are the ones that reap thigdasevell.
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Comparing the Instruments of Coercion

Those who know when to fight and when not to fight are victorious €libe discern
when to use many or few troops are victorious. Those who face the @ampdepwith
preparation are victorious.

Sun Tzu

We are now in a position to compare and contrast optimal crisiawwehusing the mil-
itary instrument to other escalatory moves, such as sinkints,camning risks, or tying
hands. Crisis behavior almost always involves more than artetdrom diplomatic ma-
neuvering to military threats to small-scale fighting. As diseusin Chapter 2, the instru-
ments represent ideal types that only roughly approximate lamthavior. It is nevertheless
useful to establish some benchmark comparisons that wilititeilthe exposition of the ad-
vantages and disadvantages of the various instruments ofi@oeBefore this comparative
exercise can commence, however, we need two preliminaries, Wgsneed to be precise
about what effects of the various instruments we are interestest the most basic level,
we would like to know how they affect the probabilities of warescalation, of preserving
the status quo, and so on. To this end, | will define these giganof interest more pre-
cisely. Second, | introduce the basic setup for the simulattbat | will use to explore the
behavioral dynamics of the various models.

4.1 Stability and Expected Mobilization

The military threat model (MTM) developed in Chapter 3 assurhas$, has made a de-

mand, and so the following discussion is predicated on théssds of a crisis. There are two
distinct crisis phases that we might be interested in: oneds fwiS; 's escalatory decision—
thecrisis phase—and the other follows it—tingilitarized (or acute) crisiphase. This now

allows us to distinguish between several possible concémgendix C provides formal

derivations of these quantities.

Risk of War: Crisis and Escalation Stability

Crisis stabilityrefers to the probability that the crisis will end in war. This proitity is
evaluated prior t&, s initial move and takes into account the likelihood thatikattempt
to appease his opponent. This isiaterim calculation in the sense that it presupposes the
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crisis. As we shall see in Chapter 5, the conceptofintestability must take into account
that S, challenges the status quo in the first place.

DEFINITION 4.1 (Crisis Stability). The unconditional probability that asts escalates
into a war. The higher the probability, the less stable thescris

This notion of stability differs from thex postevaluation of the probability of war that
occurs right afterS; decides to militarize the crisis. This likelihood is how cdiahal on
S, abandoning appeasement altogetBscalation stabilityis essentially the probability of
war beforeS,’s last chance to avoid it.

DEFINITION 4.2 (Escalation Stability). Thex postprobability that a crisis escalates into
a war conditional or§; choosing to militarize it. The higher the probability, thedesable
the militarized crisis.

To illustrate the differences between the two concepts, sepihad|s, u] andm are such
that the war preparation equilibrium from Proposition B.1 obtdtos the sake of simplicity,
suppose; = 1, v = 1/4, andv"® = 3/4. The probability thatS; appeases is Rr; <
vW9 = 1/4, and the probability that he escalates ipPr> v*9] = 3/4. The unconditional
probability that the crisis would escalate to war equals'Pr< v; < v¥4 = 1/2, and so
crisis stability is 50%. Finally, given th&t; has escalated, the probability that the crisis will
end in war is P < v; < v®|v; > v = 2/3 by Bayes rule, and so escalation stability
is approximately 66%.

To summarize, crisis stability answers the question, “Howlikesome crisis to escalate
into war?” One can think of this as measuring the danger of war #fie status quo is
challenged. Escalation stability answers the questionw'tikely is a militarized crisis to
escalate into war?” One can think of this as measuring theiadditdanger that failure to
appease introduces into the crisis, turning it into an acutéaotation.

Peaceful Resolution: Appeasement and Capitulation

The other quantity of interest is the likelihood that the srisipeacefully resolved in one way
or another. IfS; opts for appeasement, the crisis is defuzed and the status geadsfully
revised inS,’s favor. If S, escalates, thex postprobability of a peaceful resolution reduces
to evaluating the likelihood thaff, will capitulate. (This is becaus® never capitulates in
equilibrium whenS, stands firm.) In this case, the crisis is defuzed with the maintsnaf
the status quo i;’s favor.

Mobilization Levels

By analogy with crisis and escalation stability, there are taim{s at whichS;’s mobiliza-
tion can be estimated: prior to his decision to escalate, laen after it, conditional on such
an escalation having occurred. To isolate the size of moklibzdrom the prior probabil-
ity of escalation, we shall always use the conditional estémThis does not mean that we
can avoid taking expectations: after all, there is residuakramty aboutS;’s valuation

1 See Powell (1990, 58) for the concepts of crisis and situatitaaility, which correspond to the ones |
develop in this book, and so | retain their names. The third qointeat ofex postescalation stability is new
to MTM.
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and different types use different war or coercion mobilizatigikis is not the case in the
non-military models where everyone uses the same signal.) Ronge, to compute the
conditional mobilization level when the continuation gésreqjuilibrium is from Proposi-
tion B.2, we need to account for the three ranges of escalatpasty

4.2 The Basic Simulation Setup

With so many moving components, visualizing the results eaquite difficult. To assist
with the discussion, | will provide numerous graphs to isolagipular effects. Of these,
we are especially interested in hdy will react given some distribution of power and the
resulting probability that war will break out (crisis stabilityoth of these quantities are
heavily dependent on the residual uncertainty alSgistvaluation, the relative balance of the
costs of fighting and of the audience costs, as well as théaestip between the valuations
and these costs.

We have something of an embarrassment of riches in the senseithpbssible to run
any imaginable scenario through the MTM to see the impact ofingrgny or all of its
parameters. Because all of the variables involved are contipweeiare essentially facing
an infinite number of potential combinations to explore. We ga well beyond the usual
comparative statics which isolate the effect of a single végiathile holding everything else
static. This flexibility, however, presents a serious problendéziding what to include here.
To reduce this complexity, | will focus on several qualitatjvdistinct situationg. For the
simulations that follow, | shall assume that = 25. | shall vary the costs of fighting, with
¢i € {v;/10,v;/5,v;/2}. (That is, set at 10%, 20%, and 50% of the maximum valuation.)
For convenience, | shall refer to these valuetoas mediumandhigh, respectively. For all
simulations except ones that are specific to audience castg]llkeepr; = v; /50, which
ensures that; < ¢;, as required by Assumption 3.1, for ajlfrom the set.

In Chapter 3, we discussed the definition of the distributiopafer and the fact that
the marginal impact of mobilization is stronger when oppaseme lightly armed. For the
simulations that follow, | will use thbaseline system militarizatidn which M, is 10% of
v, and then varyM, to produce the entire range of possible values for the statusigtrd d
bution of power,p(M;, M,) € (0, 1). | will defer the investigation of system militarization
itself for Chapter 5.

We would like to investigate how the intensity of interestie tlisputed issue affects crisis
stability. Intuitively, an actor’s interest is peripheral if lwpponent believes that he does not
value the issue too much. Conversely, the interest is vitdigfdpponent believes that he
values it highly. More formally, defing;’s interest ageripheralif the opponent believes
v; is distributed uniformly orf0, v; /2], and asvital if it is uniform on [v; /2, v;]. Matching
the two categories for each actor yields four scenarios to expléhen both players have
peripheral interests, there isx@nor disputewhen both have vital interests, there isaute
crisis. When one of the players has a vital interest and the opponénai@eripheral one,

2 The programs (written in Aptech’s Gauss) that run the simulatiosgenerate the graphs are available from
the author’s website along with instructions on how to use theaxplore the model beyond the presentation
in this book.
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the crisis hadigh stakedor that player. The baseline case, of course, assumeg tligt
distributed uniformly or{0, v;].3

4.3 Comparing Threat Instruments

Before turning to specifics, let me note some important differebeéseen the model of
military threats and non-military mechanisms as they relatedalason stability.

4.3.1 Functions of Coercive Instruments

We can distinguish among four distinct but related functiores rfilitary instrument can
have:communicativecommitting subverting andpreparatory In its communicative role,
it can credibly reveal whether one is committed; in its comimttole, it can create a com-
mitment by rearranging one’s own incentives to fight; its suliwgntole, it can undermine
the opponent’s commitment by rearranging his incentives td;fagid its preparatory role,
it is just a prelude to war.

The coercive value of the instrument is a combination of thesetions, and the overall
impact depends on their interdependent effects. For exathglerobability that a crisis will
erupt in a war will be determined by the extent to which the twpaents are separately
committed to fighting (each partially a function §f's mobilization), the probability that
S, will resist (a function of her beliefs about;’s resolve and her own commitment), the
extent to whichS is willing to minimize this probability (a function of his comtment and
the degree to which he offsefs’s), and the credibility of his communication (a function of
the willingness of low-resolve types to mim#'s mobilization). In other words, the use of
the military instrument by any player affects the commitmeifitsoth adversaries as well as
their beliefs, making the overall effect very hard to grasp withbataid of formal analysis.

Which of these functions will dominat&, 's decision-making depends on the particulars
of the situation he is facing. The subverting role is most obsip paramount in the bluffing
equilibrium. WhenS, has exposed herself to the possibility of assured compelleéhée
primary task is to make resistance as unpalatable as necesbsatyde the highest-valuation
type of opponent to capitulate. As we have seen, the optiorapellent allocation is such
that some types who use it are bluffers. That is to say, they areomatitted to fighting at
that level, andS, knows that this is the case. However, despite the positivegtritity that
S will actually capitulate if resistedy, is unwilling to chance it because the risk is too high

3 The cases witlv, > 0 require some extra care because the derivation assumed0. In particular, the
conditions (CC) and (NB) must be revised to handle the possilthigyv® < v, andv? < v, respectively.
In both cases, the conditions are satisfied when the inequélgldsecause credibility is not a problem for
the existing types. Further, the calculationzodindT must take into account the following scenaniq:
obtains a positive payoff from coercion using(v, ), his minimum credible mobilization level. This implies
that it is this level that types would pool on because ther@iseed to go above it to induce credibility; that
is, there is no need to ensure thigts payoff is zero in equilibrium. Hence, = v, and we only need to find
7 such thatn (7) = m(v,), a straightforward calculation. It is quite possible that v, which means that
S1 pools on a common level regardless of valuation. Clearly treene incentive for any type to increase
mobilization becaus8’, is already convinced that he is resolved (sipges resolved ain(v ) by
definition). Any attempt to reduce spending cauSego revise beliefs all the way down to being certain that
S is not resolved, which makes any such attempt unprofitable.
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and because her payoff from war is too low. Neither commitmentommunication are as
important forS; here as his capability to manipulafe’s payoff from war.

Whereas the communicative role is not all that important in tléfibg equilibrium, it
is clearly of primary significance in the pooling region that asdn the overkill mobiliza-
tion equilibrium. The optimal mobilization for any, € [z, 7] is 7(7). It exceeds both his
minimum credible allocation (and so overshoots the commitiagpose) and the optimal
coercive allocation (and so overshoots the subverting purposg)séch type overpays sig-
nificantly to ensure tha$, is properly impressed; that is, he can credibly communicate his
established commitment at a higher cost by making it unpitétéor unresolved types to
mimic this behavior.

Whereas the committing role is only peripheral for the bluffingigpium, it is the fo-
cus of coercive tactics which can occur in the coercive equilib. If S; happens to be
among the types who mobilizé(v,), he is clearly exceeding the minimum credible allo-
cation level. Unlike the overkill equilibrium, overshootirtgetcommitting purpose does not
involve paying a premium to communicate the resolve in a batil/way. Furthermore, the
subverting role is balanced against the costs of ensufiiggcapitulation, ands; settles for
a strictly positive risk of war instead of an extremely costlytaim peace. In this sense, the
committing role dominates both the communicative and suimgeftinctions.

Finally, the preparatory function is most evident in the war figdhequilibria. WhenS,
choosesn*(vy), he is not interested in coercing his opponent, be it at a pesiti at no risk
of war, for such tactics are too costly. Instead, he opts for a limabon that does signal
his resolve to fight but not at a level anywhere near what is sacgdo make even the
least resolved type of opponent to consider capitulatingadt, this allocation represents
the optimum for waging war, and as such the preparatory functibardinates everything
else.

Communicative Committing Subverting Preparatory

Basic limited no no no
Sinking Costs yes no no no
Risk limited yes no no
Tying Hands yes yes no no
Military yes yes yes yes

Table 4.1 Functionality of Coercive Instruments.

Table 4.1 summarizes the functionality of the several instrusner® have examined.
The basic escalation and risk-generation models have onljelinsignaling functionality
because the lack of flexibility of the instrument does not petansignal commitment with
certainty, and so bluffing cannot be eliminated. As an intargsxercise, let us ask what
functions would another coercive instrument, say economict&ars, have? Since they are
costly to impose, they will have some communicative role. sy, because these costs are
sunk to the sender, they will not have a committing functiarg aince they do not affect
the payoff from war, they will play no preparatory role. Howeverikenpure sunk costs,
sanctions do affect the payoffs of the target directly, and thidrefore have a subverting
role.
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4.3.2 Escalation and Resistance

With either sunk costs or tied hands,’s escalation resolves all uncertainty about his val-
uation, and since that reveals his commitment, the probabilitvar turns entirely or$,'’s
resolve: if she happens to be prepared to fight, she resists ansl tlvarinevitable outcome.
All S, has to do is gauge this risk assuming that he can persiadé his commitment
and then decide whether it is worth taking his chances. Welstink costs signal, he would
also have to subtract the payment to convey credibly the infeomabout his resolve (tying
hands is essentially free).

Using military threats is a lot more involved. Consider any nauffing situation where
S1’s action does signal his commitment to fight if resisted. Gmgdtrface, it would appear
that the result is identical to the two cases we just discuske@x postprobability of war
is wholly determined by whetheS, is herself resolved at the new distribution of power.
She resists, causing war, if she is, and capitulates otherivise crucial distinction here
is thatS,’s level of commitment depends &\’s mobilization too, not jusfS,’s own pre-
paredness for war. Sincg’s decisionaffects the credibility of his opponent’s commitment,
he can choose the level of risk he wants to expose himsé¥f taore aggressive military
stance reduces this risk because it lowers the probability thatgponent’s valuation will
be sufficiently high to cause her to resist.

This manipulation of risk is very different from the randomized threachanism. Recall
that in that case, escalation saddfgswith the choice between certain war and capitulation.
That s, the probability of war is absolutely the same as utideother two mechanisms and
depends entirely 08,’s valuation, which is outsidé;’s control. In contrast, the residual
risk where military threats are involved can be manipulatedfyyeven up to the point of
its complete elimination. If he really wanted t®, could make war so unpalatable that even
the highest-valuation opponent would just give up rather thnt it.

The problem, of course, is th& may be unwilling to go to this extreme because the
military instrument does not come without costs of its own. I§twere not the cases;
would go all the way up in his mobilization and ensure that Ipipanent capitulates. Even
thoughS; can potentially manipulat§,’s resolve drastically, his effective ability to do so is
limited by two factors: the costs of the military relative to tiguation of the disputed issue
(which puts downward pressure on his allocations) and the ngcasgstablish a credible
commitment (which maintains the upward pressure).

Recall from the discussion in Chapter 2 that tying-hands isvedprit to randomized
threats in the sense that the escalation threshold f@nd the resistance threshold &y
are the same in both models. Because of this, | shall treat teeéntesichangeable in the rest
of the discussion. | shall state all results in terms of tyingesawith the understanding that
they hold for the randomized threats as well.

Only in the basic model doeS; capitulate with positive probability after threatening
in equilibrium, and it happens whenever a bluff is called. le #inking-costs and tying-
hands models, bluffing never happens in equilibrium at allhérandomized-threats model
bluffers escalate in a way that removes the option to capit@ateely (and so they end
in inadvertent war wheis, resists). Finally, in the military coercion model bluffing only
happens wheli$, is sure to capitulate. This means that the only outcomes opeacative
interest are war, capitulation ks, and appeasement.
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In the two non-military signaling models, the probability ttfatcapitulates conditional
on a threat is the probability that she is not resolved for war atetkisting distribution
of power. This implies that these models all share the samaatgmn stability. In other
words, onceS; escalates, the risk of war is the same regardless of the sigmatehanism.
Crisis stability, on the other hand, will vary because the tho&sfor escalation is different
depending on the method of signaling. As we have seen in sausion of tying hands, the
risk of war with that mechanism is higher than with sinkingtso3 he reason for that is the
higher probability thasS; would escalate if he could tie his hands instead of sinkirgisco

Unfortunately, there is not much more than we can do without ngattiese models di-
rectly comparable to the MTM. In particular, we have to make conédnleithe assumptions
about the support af; valuations. We shall assume thigt is the uniform distribution with
support[0, v,] and F; is the uniform with supporft, u].*

4.4 Threats and Stability
4.4.1 Appeasement

We begin by analyzing;’s willingness to escalate the crisis. That is, when are defsnde
more difficult to deter? Figure 4.1 shows the probability thatvill appease in equilibrium
for each of the four coercive instrumentdt is immediately obvious (and can be easily
shown analytically) that the ability to tie hands makes teéedder more aggressive than
if he could only sink costs. This is, of course, precisely wheaiien (1997) finds, and the
result follows directly from the fact that sinking costs involheesignal whose costs must be
paid immediately whereas tying hands involves a costlesgj(ililerium) signal where the
only relevant issue is the defender’s willingness to risk a wacdiymitting himself to it
with the signal. There are always types who are willing to runisis but unwilling to pay
sunk costs.

The basic escalation model is “in between” these two. Theahitity of appeasement
would tend to be lower than under the sunk costs scenario beemealation does not incur
direct costs, only a risk of having to back down or fight wtgrresists. Hence, it is more
attractive to lower-valuation types. However, it is not quiteattractive as tying hands for
them because the ones who bluff would have to face the audliewsts of backing down
unlike the ones who have tied their hands by making war theetbeption. All of this is
moot when the lowest-valuation type who can profit from credibtekedion is resolved:

4 This requires some care because the signaling results in thealrigodels assume that (GT) is not satisfied.
This was sufficient to rule out the genuine-threat equiliforfiom Proposition A.1 because
vy > 0 = F>(v3) > 0, where the second inequality follows from distributed or{0, v>]. This is no
longer true because whén< vy <t = F>(v;) = 0 and (GT) is not even defined. That is, depending on
the distribution of type$¢, u] it may be the case that, would resist for sure (the least-committed type’s
valuation is smaller than). Equilibrium threats must be genuine because escalation veadeither to war
or S1’s capitulation. Since bluffing is not an issue here, signalingaintless.

> The informational pane at the bottom of each graph shows thiékeum that obtains for the relevant range
of distribution of power (DOP) values. The mnemonic designatayesself-explanatory: WAR
(Proposition B.1), WARCOE (Proposition B.2), COE (Propositin3), POOL (Proposition B.4), COMPEL
(Proposition B.5), BLUFF (Proposition B.6), VE (Lemma B.4), aidPEASE (Proposition B.7).
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Figure 4.1 Coercive Instruments and Appeasement (baseline militoiz,
medium costs).

in this case the three mechanisms are equivalent becausérgigesainnecessary for only
resolved types find it profitable to escalate.

From our perspective, the interesting comparison is betweendhanilitary signaling
models and the MTM. Given the logic of military escalation, sluld expect that the
defender should be more aggressive than what he would have foleercould only sink
costs—the military instrument functions as a commitment dgvénd its benefits beyond
credible signaling make it attractive to lower valuation typdowever, unlike tying hands,
the costs of achieving these benefits must be paid regardlessomime, which does provide
a disincentive to the lowest-valuation types among those wihld like to use the pure
tying-hands mechanism if they could. In other words, the prdibabif appeasement in the
MTM should generally be no higher than the sunk-costs one arldwer than the tying-
hands one, which is precisely what the plots in Figure 4.1(a)@qure 4.1(c) reveal.

However, as the two other figures, 4.1(b) and 4.1(d), show, thistianiversally the case.
In particular, when the stakes are high for the challenger, tligyatm make militarized
threats may lead to more aggressive behavior by the defendesultisiot be too hard to see
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why this is so: in these situations the defender is in a lesaradgeous position on account
of facing a high-valuation opponent. Since the military instemt allows undermining of her
resolve, a benefit over and above the informational role of therstlit becomes attractive
when DOP is less in favor of; than what it has to be for the informational role to have a
bite. In other words, the defender will threaten with militaryatation when the distribution
of power favors him less than what it has to if only the informagibinstruments were
available.

ReEsSuULT 4.1 The defender is more likely to appease the challenger when escalation is irglitahan
when it involves only sunk costs. Compared to tying hands, howeysaspment when escalation is mil-
itarized can be more likely (when the challenger’s stakes are low), ledg (ikben the crisis is acute), or
dependent on the distribution of power (when the challenger’s stalkesigin).

Although the trend is clear, it is worth noting that the differem@among the threat mech-
anisms are most pronounced when the stakes are low, and leastipced when they are
high. Figure 4.1(d) is particularly striking in that respect: thisreirtually no difference in
S1’s propensity to escalate regardless of the instrument he usksdo. This is a result of
the combination of high stakes and moderate costs of war fodéfender, which makes
him very likely to press his advantage even at relatively unfavie distributions of power,
a tendency that is strengthened by the moderate cosig, @fhich make her a plum target
for coercion. As we shall see later, however, the dynamicsefhteat itself are almost as
strikingly different as these probabilities are similar.

4.4.2 Escalation Stability

Which crises are more likely to end in war once the defender atetopcoerce the chal-
lenger? Figure 4.2 helps answer this very question. In sunk-andtied-hands models this
conditional probability is the same because the signal fulatsS,’s credible commit-
ment to fight, all types who prefer war to capitulation resistc@ese neither signal affects
S»’'s own commitment, the sets of types are equivalent for botegyy signal. Even though
basic escalation does not affect that commitment eithegdhditional probability is differ-
ent because bluffers would back down when resisted,Sarid more likely to resists given
that there are bluffers.

Turning now to the MTM, we have our first qualitatively differensudts: regardless of the
balance of interests, escalation, when it occurs, is moreestalbén it is militarized. This
may appear quite surprising until we consider the logic inrediMNon-military escalation
revealsS;’s credible commitment to fight and escalation stability rezfuto the probability
thatS, resists. Since in all non-bluffing equilibria of the MTM escadatis also credible, the
stability also reduces to this likelihood. However, unlike bther two instruments, military
escalation undercuts’s commitment, and makes her more likely to capitulate, wheells
to a lower probability of war conditional on such escalatimnother words, the subverting
function of the military threat has reduced the danger of war appeasement fails.

ResuLT4.2 Militarized escalation is at least as stable as non-militarized signaling whenistietaition
of power favors the defender, and is generally much more stable otteerwis

The magnitude of the effect can be staggering. For examplesidemthe acute crisis



102 Comparing the Instruments of Coercion

it T T ™ T T T T T T it T T T T N
m— \ilitary Threat L 39
= = Sink Costs/Tie Hands \"~~
Q| === Basic R @ S
~
o o ‘ .~
.h
s s \ N
5 el 5 el i
5 ° 5 ° \
] ]
o o \
P ~ e \
— d N -__..- ---.._... - 3
5 >¢' a, 5 i
= »* N 1
o o 14 o o
° S . \ o of ]
o A o [
S S
[COMPEL
PooL BLUFF ARCOE COE
s . . . . . . . . . s . . . . . BLUFF | .
T00 01 02 03 04 05 06 07 08 09 10 00 01 02 03 04 05 06 07 08 08 10
Distribution of Power Distribution of Power
(a) Minor Dispute (b) High Stakes for Challenger
2 2 - -
...
\
ol o A
= NS = \ s
4 . \ .
- '0 ~.~ - Y ’
s el v ~y s of S
= o > = o 1
] ~ 9 . ] .
3 R > 3 Y r
@ v ~ A @ |
W] U ~N ~~ [rp— 1 Al
—_ o ) N N - ° 1 3
5 [ N N 5 \
= ; S N =
e 3y K \ . e 3y i
o + o
\ . 1
o \ [} o \ \
s s
COMPEL
POOL COE COMPEL ARCOE COE
o o
o0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 00 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Distribution of Power Distribution of Power
(c) High Stakes for Defender (d) Acute Crisis

Figure 4.2 Coercive Instruments and Escalation Stability (baseliilig¢amzation,
medium costs).

scenario in Figure 4.2(d) and suppose the distribution of powat 55%.Using any of
the three non-militarized threats leads to certain war cdiodgial on escalation whereas the
military threat leads to certain peace!

Why is this the case? It is so because the expected mobilizh&re is quite large. This
convincessS, that the threat is credible and manages to undo her commitroemgletely,
andsS; is willing to pay this cost because at this relatively advgataus DOP, it is possible to
compelS, given her medium costs of war. Because non-militarized esoaleannot affect
her commitment and the DOP is not by itself sufficient to madeshighly resolved types of
S, participating in this crisis willing to capitulate, the defemanust face certain war. The
interests here are so vital théif does not even have to signal his resolve: the equilibrium
signal under any of the two pure signaling models is zero, salgligglis not even an issue.

If we maintain high stakes for the challenger but assume peaunplséakes for the de-
fender, the dynamic is very similar. The moderate costs of fighfor S; make it possible to
commit credibly to war when DOP is high enough, and at 55% atioal certainly leads to
war. Under the MTM, aggressive mobilization subvefts commitment completely, and
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the result is assured compellence. Of course, becSugenow in a less advantageous po-
sition on account of his peripheral interest in the issue, thiilmation required to achieve
that compellence will be quite a bit larger (more than doubl&)s Teads to the following
counter-intuitive conclusion:

REsuLT4.3 When the defender uses the military instrument for coercion or compelleaeéll be more
aggressive when his interests are peripheral than when they are vital.

In contrast to the acute crisis scenario where bluffing is nevessurej once DOP exceeds
about 65% here, the defender must incur positive signalings @asn with non-military
instruments to convince, of his resolve. To see why this must be so, note that at DOP below
65%, S, is certain to resist even though she knows escalation to bebteediecause this
implies that escalation automatically leads to war, thiedesome low-valuation types from
escalating when stakes are low for the defender but not wheesstak high. Of course, all
else equal, an improvement in DOP can only make previously alvexttypes committed.
Hence, ifS;’s escalation is credible at a lower DOP, it will also be creglisl higher levels.
This makes the positive signaling costs somewhat puzzling &ppears thaf; should have
nothing to signal about. Figures 4.2(b) and 4.1(b) provide tlyet&ehe answer. Note that
once DOP exceeds 65%,; begins capitulating with an increasing probability, leadiag
the more stable escalation we observe in the former plot. Thigalht causes a decrease
in S;’s propensity to appease, as seen in the latter plot. This mpliés that some low-
valuation types who previously were deterred from escalating &éyéntainty of war now
find it profitable to threaten. When the increase in DOP is notdeifft to ensure that these
types are resolved, bluffing becomes a possibility§ smust now pay the price to convince
S, of his resolve.

This problem does not arise in the acute crisis scenario eveghtibegins capitulating
with increasing probability there as well: the smallest vabrafor the defender is so high
that once he is resolved for fighting he escalates no matter $gfgaction is going to be;
since there are no types with valuation lower than that, heeasing propensity to capitulate
changes nothing fror§;’s perspective (there are no low-valuation types to be tempted here
as opposed to the case whefgs stakes are low so such types always exist). This then
implies thatS;’s incentive to escalate is not strengthened in the sense kihmascalation
attractive to unresolved types, hence there is no need to ingwignaling costs.

These two cases further suggest that the military instrumeffi¢stés most pronounced
whensS, has serious interests at stake, which makes her a difficultregpido contend with.
In particular, if the instruments only allow signaling, estiala stability will be extremely
low because sucli, is very likely to be highly resolved. But if military escalatias on
the table, the very resolve 6% makesS; quite willing to attempt coercion and even com-
pellence provided it is feasible. Either of these courses ébmetould stabilize escalation
despite the apparent aggressiveness of the threat.

ReEsSuULT 4.4 When the challenger’s interests at stake are vital, signaling has a very limiteénd non-
military escalation will tend to be extremely unstable. Militarized escalation will tergkek coercion or
compellence, and will thus tend to be very aggressive but also very stadpiliz

When the challenger’s interests are peripheral, signaling regaime of its importance
as an instrument of coercion. Because the type$,dfivolved in the crisis have relatively
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low valuations, she will be reluctant to resist an escalatibemdoing so is certain to lead
to war. Hence, escalation will tend to be much more stablehawis by Figures 4.2(a)
and 4.2(c). Of course, this also means thiafs less likely to appease, as demonstrated by
Figures 4.1(a) and 4.1(c). Givea’s propensity to capitulates;’s escalation is likely to run
into credibility problems, which means that the equilibriugnsil must be quite substantial.

ResuLT4.5 Signaling has a coercive effect only when the challenger’s interestsegigheral. Although
all instruments enable credible revelation of information, military escalatiorafest and the required
mobilization will often be cheaper than a sunk-costs signal.

In general, then, when equilibrium mobilization is very lardne tlifference in escalation
stability will be most pronounced becauSgis in effect paying to increase the likelihood
that S, will capitulate beyond what credible communication can agglish. The spikes in
mobilization are associated with rapid stabilization of é&soan, as in Figure 4.2(b), because
they increase the probability 6%'s capitulation.

4.4.3 Crisis Stability

We are now ready to answer the more general question: are crises mess gtable in
the MTM than in the non-military escalation models? Figure 4@gthe four balance of
interests scenarios we have been considering. The answeradifiegu'yes, mostly.” Let us
first look at the situations where the military instrument’s effsgnost pronounced. As we
have already seen, these are the cases whérinterests are vital, as in Figures 4.3(b) and
4.3(d). The effect here is quite strong: crises will tend to be mucterstable in the MTM
than under in of the alternative models. Although this may e@asa surprise to many (who
have not studied the MTM dynamics as we have), the logic isaflgtquite straightforward.
Because of her high interests in the issue at stsikes likely to resist absent any way to un-
dermine her commitment. The military instrument does justdhatthis stabilizes the crisis
overall even though it may not make appeasement more likely.nfdgnitude of the effect
is astounding: between DOP of 40% and about 65%, an acute wilscertainly end in war
under any non-military escalation, whereas the probability af declines rapidly (from
40% to zero) when the defender can militarize the crisis. A simdlbeit less dramatic,
improvement in crisis stability can be observed when the defénidéerests are peripheral.
Even though in this case crisis stability is better overalljtatizing a crisis can drop the
probability of war from over 35% to 0% (at DOP around 60%). Note furthet milita-
rization can destabilize an acute crisis relative to the otgruments only in the narrow
band where DOP is between 20% and 35%, and the deterioratiomdwayis quite small.
Nowhere else does militarizing a crisis destabilize it. As expe, the worst-case scenario
for the defender in both situations is to have neither the stingepower of the military
instrument nor the signaling capability of the sunk-costymg-hands mechanisms: when
straight escalation is the only option, the probability of weanighest.

REsSuULT 4.6 When the challenger’s interests are vital, crises that can be militarized will telbe most
stable and crises where signaling is impossible will be least stable.

Turning now to the crises in which the challenger only has perighinterests at stake,
we can see that the stabilizing impact of military threats pessexcept when the distri-
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Figure 4.3 Coercive Instruments and Crisis Stability (baseline @nii#ation,
medium costs).

bution of power heavily favors the challenger, and even thahilgy will be better with
a military threat than with a tying-hands one. In this region of DERking costs is quite
unattractive because the required amount is excessively. ldegece, for very low values
of DOP, §; will have to appease with very high probability, as seen in Fgtil(a), for
example. Since the military instrument is more efficient, he asewilling to use it, which
decreases his propensity to appease and destabilizes ttge Eiasvever, once the distri-
bution of power makes coercion or compellence possible, dvardages of utilizing the
military threat quickly make themselves noted and the incnggsiobability ofS,’s capitu-
lation outweighs the higher likelihood of escalation, iegdo an overall stabilization of the
crisis (e.g., from DOP over 30%). An analogous dynamic occurs wiedefender’'s stakes
are high, as in Figure 4.3(c): militarized crises will be the maablst ones at DOP higher
than about 25%. Tying hands is almost universally the mogabd#izing tactic among the
three signaling instruments. First, it always produces a prtiabf war that it at least
as high as sinking costs and usually much higher. Secontsatedmost always causes a
higher probability of war than militarization as well (the omyception is in the acute crisis
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scenario described above). Only straightforward escalation ibabie model can be worse
than tying-hands in terms of crisis stability.

ReEsuLT 4.7 Militarizing a crisis reduces the probability of war relative to any other form sfaation
except when the distribution of power is skewed in favor of the challeBgen there, militarizing a crisis
will generally be less destabilizing than tying hands.

Thus, we have found that tying hands is the most destabilifong of any escalation
with signaling. There is hardly anything worse than managingptamit oneself to war in
an essentially costless way while simultaneously failmgindo the commitment of one’s
opponent. In general, militarization is more conducive to pkeéaisis resolution. The
advantage comes from the subverting role of the instrument whileases the odds that
S» will capitulate above and beyond what mere credible informabibf;’s commitment
can. The stabilizing impact of military threats is most pronmawhen the stakes are high
even though these crises are least stable.

RESULT 4.8 Increasing the stakes produces crises that tend to be less stable obetaith which the
stabilizing effect of militarization is most noticeable.

To summarize, we found that militarization does damfga propensity to appease rela-
tive to sunk-cost signals but not relative to tying-hands dgyrdowever, escalation stability
is always higher with military threats than any of the other tvam-military signals. Even
though signal size (and therefore, its costliness) may be sulaha larger in the MTM,
overall crisis stability is much improved except perhaps wherdibktribution of power dis-
proportionately favors the challenger and her interests hajodemperipheral. This is worth
exploring in more detail.

4.5 Gaining More by Risking Less

We have now established that under very general conditiofitarizing a crisis stabilizes es-
calation, often dramatically, relative to using the non-mijitecercive instruments. It might
not be apparent just how discrepant this finding is from our exgstineories of coercion.
There is a long tradition in international relations theory whicds that the higher an ac-
tor's expected payoff from war (the stronger he is militarily), ttedtér deals he should be
able to command but the higher the risks of war he would havertoAlthough this will-
ingness to run serious risks started out as a behavioral assuanipti@as later provided with
game-theoretic microfoundations: stronger typadto run risks so as to discourage poten-
tial bluffers from mimicking their strategy. Since the resultsstfar are aggregates (e.g., the
probability of war is obtained by integrating over all typeattkscalate towards a positive
risk of war), it may not be obvious that the MTM dynamics violdie tenerable tradition
in international relations theory.

4.5.1 Power, Risk, and Gain in Crisis Bargaining

To understand the direct relationship between the expecteaffdfaym war and the will-
ingness to run risks, consider any of the signaling games ipi€ha. In any non-military
model, each type’s expected payoff from war remains constantbies by valuation, which
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means that we can think of types in terms of their expected wagoffs: a type whose ex-
pected war payoff is high is stronger than a type whose warfpiaylower. Since players use
type-dependent strategies, each type faces a risk of war gedésaits equilibrium strategy
and since we can identify types with their war payoffs, we camesgnt this equilibrium
risk of war as a function of the type’s expected payoff from wake @irect relationship can
be expressed simply as follows: stronger types use strategiegeherate non-decreasing
probabilities of war.

This direct relationship has a long and distinguished historgrisis models in general.
It started out as a behavioral assumption that players with higdaoffs from fighting are
more likely to go to war (Bueno de Mesquita and Lalman, 1986)s 8ksumptiorcould
be succinctly expressed as follows: “the probability of a wibkescalation by an actor (na-
tion) rises and falls as a monotonic function of its own expectlity from challenging
another” (Lalman, 1988, 596). Although this relationship appeantuitively appealing, it
also seemed too strong to be asserted; one would want to seerfjers consequence of
equilibrium behavior from more basic underlying primitives. Morrd®89b) demonstrated
that it would indeed do so, at least in his formalization. Hind&anks (1990) showed that
the monotonic relationship between expected payoff from wernvelingness to run risks
in equilibrium must hold in a very large class of crisis bargaininodels irrespective of the
specification of their extensive form. Furthermore, he was abiietoonstrate that this also
implied that higher types would also obtain better peacedtilesments.

4.5.2 Why Stronger Types Must Run Higher Risks

Banks (1990) assumes a general crisis bargaining scenario,iat whe of the players
knows his own expected payoff from war whereas the other is wainexbout it The crisis
may end either in war or in some peaceful outcome with a negdtideal (there may be
any number of those). Banks shows that regardless of the exgefiosm game one chooses,
incentive-compatibility requirements impose certain constsabn optimal behavior, and as
a result “in equilibrium the probability of war is an increasingétion of [the informed
player's] expected benefits from war” (605). In other words, no maiteat sequence of
moves one uses to describe the interaction, if the model belantpe class Banks studies,
any equilibrium will exhibit this monotonic relationship leten the strength of the player
and his willingness to risk war. As the author succinctly piyts

while higher types go to war at least as often as lower types, they alsoaatdeast as high

expected benefits if no war is fought. [. . .] Therefore, in crisis bagg situations, equilibrium

analysis predicts the following trade-off between the gains from settling ifpait@ and the

probability of war: as the expected benefits of war increase, the intbptayer receives a
better negotiated settlement but in addition runs a greater risk of war.(606)

This fundamental result follows from basic incentive-compatipproperties that equilib-
rium strategies must have. Since the very notion of equilibrigrthat no type should be
willing to deviate from its supposed strategy, it follows thataimy equilibrium all types

6 Even though Banks (1990) restricts himself to one-sided incampiéormation, his results can be extended
to environments with two-sided incomplete information, sucthasohe we have been using all along. For
more on mechanism-design, see Fudenberg and Tirole (1991a)ticufsay see Myerson (1979) and
Myerson and Satterthwaite (1983) on the revelation priecgpid its application to bargaining problems.
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should have the proper incentive to use their own stratedias;it, there should be some
disincentive to mimic the behavior of other types. In pradtieems, a weak type should not
be willing to play the strategy of a strong type: mimicking thwsg type’s behavior should
leave the weak type no better off than using its own strateglyc¢Orse, the strong type
should not profit from pretending it is weak either. However, thisot an issue in any of
the crisis bargaining models under consideration.) As it tautsin this traditional environ-
ment, the only way to provide an appropriate disincentive forvtbak types requires the
strong ones to run larger risks of war.

To see how this logic works, imagine a crisis situation in whicte player has private
information about his expected payoff from war. The bargainimgrenment is such that
actions do not alter the payoffs associated with any partiqédaceful outcome in a type-
dependent way. This is absolutely crucial to the result, se Wwarth belaboring what it
means. In general, we can reduce the outcomes in any crisis ganag tnd peace. That
is, any strategies players use will end the game in one of these/ays only. The expected
payoff from war is straightforward: in this environment, this pdyeimains fixed and in-
dependent of the actions players take (which is why it is ptessdindex players types
with it). The peace outcome is actually a probability distribatover all peaceful outcomes
where the probabilities are conditional on no war occurring. Mpeeted payoff from peace
is then calculated using this probability distribution and grayoffs from each outcome in
the usual way. To say that the peace payoff is not type-depémdaeans that if some type
t's strategy produces a peaceful outcome with an expected pafyofthen another type;,
can obtain this same by adopting’s strategy. For example, suppase strategy produced
a conditional probabilityy of concessions worth, yielding an expected peace payoffof.
Thent’ could use’s strategy to obtaigx himself. Obviously, none of the signaling models
satisfy this requirement: since types differ in their valuaticenconcession worth to type
t is worthx” # x to typet’. Mimicking ¢'s strategy would then give an expected payoff
of gx’ instead. However, this is not to say that the class is not vengral.

In any game, types can mimic each other’s strategies. Sincesticeputcomes are not
type-dependent, a weak type can obtain the same expectesl pegaff as a strong type by
adopting that type’s strategy. If this payoff is better tharatine weak type would obtain
from its own strategy, then it will have an incentive to changatsgies, which should not
happen in equilibrium. If the weak type is to stick with its owmnasegy, something must
be lowering the expected payoff from adopting the strong tyfesgeg)y. Since weak types
by definition have a lower payoff from war and because the peatsome is not type-
dependent, the only way a strong type could make its strategjyrantive to a weak type and
simultaneously keep it relatively profitable for itself is tatigase the risk of war. Should the
weak type adopt such a strategy, it can benefit from the peacefghimstrong type but must
run a larger risk of war, an outcome which is quite unattractivé fd his “balances out” the
expected utility calculation and renders the weak type uimgilo mimic the behavior of the
strong one even though doing so could yield a larger peacdibehe risk of war it has to
run by adopting the strategy wipes out the potential gain. Toeggin such an environment,
incentive-compatibility (the requirement that types stickivttieir own strategies) implies
that equilibrium behavior must exhibit a monotonic relatlupsbetween expected payoff
from war and risk of war.

To paraphrase this result in a manner more convenient for subsagges in equilibrium,
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a stronger type cannot obtain a better expected peace pdyofbaver risk of war than a
weaker type. Lebow (1981, 264), who is far from sympathetic tedhgpes of models,
agrees with the conclusion:

In crisis, nations may have to demonstrate willingness to go to war in ordeetemnt war.
This fundamental axiom of crisis is also the most paradoxical axiomisiscibecause the
very actions designed to convey willingness to risk war can also make wee likely by
courting loss of control over policy. Escalation, mobilization of public opinend the dispatch
of ultimata are all cases in point. They are credible indicators of willingneightprecisely
because they court loss of control.

As we shall see, this contradicts the most fundamental findingeoMTM, which shows
quite unequivocally that equilibrium strategies of highgrey may involve lower risks of
war. The immediate reaction would be to say that the generaltsedo not apply to the
MTM because it does not belong to the class of games satisfiygngssumptions. However,
neither do the other signaling models we have studied butristout that they, too, exhibit
the monotonicity. Hence, there is more going on in the MTM thast yiolating the type-
independent peace outcome assumption. Before seeing pyeeis] it is worth examining
why monotonicity obtains in the non-military models.

4.5.3 Risk and Gain with Non-Military Threats

We have already noted why Banks’s (1990) environment does olidie the non-military
models, so we need to examine how strategies maintain ineecoimpatibility in them.
If escalation convinces, that S; is resolved, therS,’s probability of capitulation must
increase. This now makes escalation attractive to some umeektipes who will bluff in
attempt to take advantage of that. In equilibrium, these typest be discouraged from
escalating. Except for the risk-generation gaiegontrols the decision to go to war, which
means that the disincentive cannot come from running highes:ngsk&aker types will opt
to capitulate at the final node rather than fight. But in the remvhent studied by Banks
(1990), this risk provides the only disincentive that keeps weglpes from mimicking the
strategy of the stronger ones: without it, using that strategyostless and since it yields
better expected outcomes, weaker types have an incentisgtib.

As we would expect at this point, the costly signaling mogets/ide strong types with
additional tools at their disposal. In particular, unlike thedels that comprise the general
class in Banks’s (1990) study, the signaling games do notvdlo costless mimicry even
when the risk of war generated by the strategy remains the sarmag3ypes exploit their
other ways of communicating commitment and manage to ovexcmme of the informa-
tional disadvantage.

In the sinking-costs model, the necessary disincentive inntuitive equilibrium is pro-
vided through paying costs associated with escalation tleajust large enough to make
the least resolved type indifferent between escalating anpthgtavith the status quo. Any
weaker type that mimics this strategy would have to capiulal, resists. However, the
expected payoff from such a bluff is strictly worse than the stguo because the costs that
the weak type would have to pay are too large to make it profit&idleen the least resolved
type is indifferent, any weaker type will necessarily be wordéf difescalates because of its
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smaller capitulation payoff. In other words, strong types ckabstrategy that is too costly
for weaker types to mimic given the benefits they would reap fromgiso.

In the tying-hands model, the necessary disincentive is prdvid®@ugh large audience
costs which the unresolved types would have to pay if theyf.Bifice resolved types fight
when resisted, the size of these costs is irrelevant for themse@prently, they incur audi-
ence costs that are prohibitively high for weak types to mimigiciv prevents these types
from escalating. The stronger types exploit their willingnasgight at the final node to
drive a wedge between themselves and weaker ones. Doing shbitisnr@re complicated
than the sunk-costs model because the very act of incurring raeedieosts makes some
types resolved, but as the model shows, it can be done.

The risk-generation model is closest to the traditional envirammin equilibrium, re-
solved types pick strategies that are too risky for most, but houaresolved types to
mimic. Since the probability of war is partially determined Bys willingness to resist,
some types may bluff hoping that she would capitulate. (Ttasild/ not be so if the ran-
domized threat “kicked in” before her decision; then only resdltypes would make it.)
Resolved types have no way of distinguishing themselves fhawet bluffers through their
actions because there are no additional costs, for exampiehéyacould incur. As it turns
out, however, in equilibrium they do not have to pay a price fés thability: since their
strategy involves a sure commitment to war shaigdesist, she behaves as if any type who
escalated were genuinely resolved to fight. Consequentlgdpetulation probability stays
the same regardless of the possibility that she might be fasinghresolved opponent: that
type has no choice to act on its temptation to back down if texbis

In all of the non-military signaling models, stronger types wilh the risk of war but
without additional options at their disposal, the risk imaad is not sufficient to prevent
weaker types from mimicking their behavior. As a result, allla# aiction in these models
is toward strong types improving their payoff by obtaining l@gbapitulation probabilities
of S,, which they can only do through convincing her that escafaagenuine. Sometimes
this eliminates all bluffing altogether, as it does in thé&sig-costs and tying-hands models,
and other times it does not because the strategy renders p@tdirdisincentive moot, as
it does in the risk-generation model.

The interesting point in all this, however, is that even thotige signaling models are
not in the general class analyzed by Banks (1990), the equilibsitiategies produce, yet
again, the familiar monotonic relationships. Observe thatlithree non-military signaling
games, the equilibrium risk of war conditional 8g's resistance is 1, and the probability that
S, resists conditional on escalation is the same (which is notisimg given that resistance
leads to certain war). In other words, stronger types in all theskeladace the same, strictly
positive, probability of war. Weaker types, on the other hagiither do not escalate at all—
meaning zero risk of war—or face the same risks as the highes fypadomized threats
model). This means that higher types do obtain better pedacermes conditional on no war
(S, capitulates with strictly positive probability, an outconmatt weak types do not obtain
because they appease), but do so at a higher risk of war. Thectia is sharpest when
drawn between appeasing and escalating types, but evemthehiatter set monotonicity
obtains: stronger types among the escalating ones get paiteffs and the risk they run is
no lower than the risk run by any other escalating type. Thaidstrong type can obtain a
better payoff by running smaller risks. In other words, the monigity results obtain even
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Figure 4.4 Type-Dependent Mobilization and the Distribution of Poeaseline

system militarization, baseline balance of interests,dosts).

in these signaling games. This means that the discrepanagéetall of these models and
the MTM is not simply due to the type-dependence of peace mesoAs we shall see now,
it is the unique dual character of a military threat that is respma for MTM'’s strikingly

different implications.

4.5.4 Risk and Gain with Military Threats

To see how the MTM differs from the ones enumerated above, we nulsalthe optimal
behavior ofS;, which depends on his (privately known) valuation. To this,éedmpute the
type-dependent expected mobilization levels for all posgilidtributions of power (DOP),
as shown in Figure 4.4. The configuration of parameters resulteipaoling equilibrium
from Proposition B.4 for DOP up to about 85%, and the bluffing élgjiiim from Proposi-

tion B.6 over the rest of the range.
Consider firstS;’s behavior as a function of the distribution of power

. | wilusstrate

it for a type with valuation set at 50% af, whose mobilization level is indicated with a
bolded curve. The DOP determines how effective any particwle l&f mobilization will
be in underminingS,’s payoff from war, which in turn determines the probability of vsar
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would face (shown in Figure 4.5). Very low DOP below 15% are quisadivantageous for
S1 and require high (and costly) mobilizations to coefze They are so unattractive that
this type would not even mobilize for war; appeasement is tierational outcome, so the
probability of war is zero. An improvement in DOP permits highaluation types to engage
in credible coercion, which in turn “pulls in” some types with depate valuation (ours
among them) in the pooling region. As DOP improves further theape® pooling level
decreases because more types become resolved at their oierzle mobilizations. The
risk of war in this region is very high (around 90%). Once DOP reachesderate level
of about 30%, our type can credibly commit with his own coeraivabilization, and he
is no longer among the pooling types. As DOP improves to abbt,4e increases his
mobilization to lower the risk of war (to about 75%). When DOP ioyes beyond about
45%, he can attain additional reductions even with smallebilizations. Unfortunately,
somewhere around DOP of 70% this increasing advantage opems ppdsibility for lower-
valuation types to bluff, which this type must discourage byitzing overkill capability—
hence the gradually increasing levels and the resulting drewhatp in the risk of war. From
DOP of around 85% he can finally comp® to capitulate with certainty, and the required
mobilization declines as DOP improves further. The probabiftywar is zero throughout.

We can now address the question of gains and risks. Consideottied curve at DOP
of 50% in Figure 4.4: it traces the mobilization 8f as a function of his valuation when the
distribution of power is fixed. In Figure 4.5 the analogous curaeds the risk he must run,
and in Figure 4.6 it traces his expected payoff. Observeatyailibrium mobilization levels
are non-decreasing ;s valuation: higher-valuation types never mobilize less than lower-
valuation types. In this case, types with valuations less #iout 15% of/; do not escalate
at all: appeasement is riskless and yields a payoff of zeroeSyyth valuations that are
higher than 15% but lower than about 40%wefpool on a common coercive mobilization.
They run a substantial risk of war (about 85%) but their payoffshagher, and increasing
in type. Types with valuations higher than that mobilizehaiit optimal levels for coercion.
Since these are increasing, the probability thatill capitulate increases as well, so the
probability of war decreases. This unequivocally benefitsahgpes: the expected payoff is
strictly increasing in their valuations.

Now that | have explained the logic, all of this should be ginéfiorward. It may therefore
come as a surprise that these results contradict the fundamentalision from nearly all
existing crisis bargaining models. In particular, even thotlgh pooling types must pay
for their higher gains by running larger risks than appeasersciwintws to the traditional
logic), the coercing types obtain even higher gains but runtaobally lower risks than
the pooling types (which flatly contradicts tradition). Sincestis such a departure from
received wisdom, it is incumbent upon me to investigate thearéor this discrepancy and
explain why this should be so.

This first feature of the MTM that makes it very different from the othwxdels is the
endogenous distribution of powehe expected payoff from war depends, at least partially,
on actions the players take during the crisis. Observe that beoaptimal mobilization
levels are non-decreasing in type and the expected war paysiffédy increasing, we can
say that a type is stronger than another if his valuation ikdrigrhe traditional logic is that
higher-valuation types obtain better expected peace payafffst risks of war no lower than
those incurred by lower-valuation types.



4.5 Gaining More by Risking Less 113
POOL

BLUFF

.0

\

[
ek
% o
-
ég \‘ ““\“‘“\‘:“‘“‘\““\‘l““ RNR N “
“p‘ ‘|\\ ‘\\“\“\\w\“\“\“\“\\\‘{&&
z ‘\“\‘\“ ‘\ ‘\“ \\\ \\\ ‘\\\\ \\‘ \\\‘\‘\‘&\‘\‘\‘&\
°3 A \ “‘ \\\\\‘“‘ ‘\\\\\\\‘%‘\‘Q‘“
o n\\ “\\\\ ‘“\ \\ T ‘“\\\\ i
£ il \‘\‘\\‘\\\\n\\“\\\\\\\\|\\“\‘\\|\\|\\\||\““\‘|““\‘\‘i\‘\\\
sl
z. e \\\\\‘“\\\\\\|.\..| \\\\\\ \\\\\\“\ ““
o O
- ||||||||

|||) il

\\l\\\ i \ I

I “““‘\\\\‘\“““\'\'\'\"\m\“‘\-‘- «A“l‘ll‘ll
Wi i

mw, ’I’\\\\\\\\\}\\\}\\\\\\\\\\\\\\\\\\\\\\\\‘\\‘\‘\‘1‘“\“\\\\\ i
i

Figure 4.5 Type-Dependent Expected Probability of War (baselineesyst
militarization, baseline balance of interests, low caosts)

Although we can clearly see that this is not the case in Figlgitdshould be apparent
from a simple examination of the equilibrium coercive mobiiizatevels. Ignoring for the
moment the pooling types, recall thatv,) is strictly increasing in type, which implies that
higher-valuation types who mobilize for coercion do so at hidgneels. Take now two types
from among these such that < ©,. Observe that ift;, mobilized at#(v,) rather than
his own optimal level, he would obtain a probability 8§'s capitulation associated with
the weaker type’s allocation. Siné(,) > mi(v;) and both mobilizations are credible,
using his own optimal level ensures a bonus bump in that prbtyat@ven though there is
no additional information gain to be had, the higher mobil@aundercutsS,’s expected
payoff from war, which reduces the range $f types willing to resist. Consequently, the
probability of capitulation increases, and the risk of war gdewn. In other wordsthe
expected payoff from peace conditional on no war is highetHe stronger type and it is
obtained at a lower risk of war.

ReEsSuLT 4.9 Unlike all other crisis bargaining models, in the MTM an escalating type with gdar
expected payoff from war will run a lower risk of war than an escalating tyith a smaller expected
payoff from war.
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Figure 4.6 Type-Dependent Expected Payoff (baseline system mia#dn,
baseline balance of interests, low costs).

This relationship is even more evident if we compare competipgs to, say, coercing
ones. The stronger types who can afford to mobilize for compedietain higher expected
payoffs from peace at zero risk. The only sets of types for which ooty obtains
involve the extremely weak ones who appease: any of the strayiges who escalate for
coercion or war must run larger risks in order to secure their beéace payoffs. However,
even here monotonicity breaks down: very strong types who opbfoipellence can obtain
their peaceful returns at no risk whatsoever. Of course, in thifirguequilibrium, the risk
of war is zero and so a trivial version of monotonicity obtains.

In sum, the MTM does not yield a neat monotonic relationship:ribk of war is neither
increasing nor decreasing in the expected payoff from war. Idsi€ahe risk of war is
positive in some equilibrium, then it is zero for the weakeses/fwhich appease), then

strictly positive and constant (for certain war types) or deénggdor coercive types), then
zero again for all compelling types.

REsuLT4.10 Inthe MTM, very weak types run no risks, stronger types run strictlitipesbut generally
decreasing, risks, and the strongest types also run no risks.
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Why do these results obtain? Recall that in the non-military el&dhe risk of war is
almost solely a function o8,’s beliefs aboutS;’s resolve: the besf; could hope for is
persuading his opponent that he would fight if resisted. Oniseitformation is credibly
communicated, the probability of war turns 8g's own level of resolve, which determines
if she is willing to fight given that resistance would lead totai war. Since there are types
who prefer war to capitulation, this risk is irreducible. The ordie of costly signals is to,
well, signal; that is, beyond revealing information in a creelivay,S; had no influence on
S»’s decisions. In that setup, it is perhaps more appropriate tcatadkitpersuasiorrather
thancoercion

The crucial difference between these models and the MTM iS,is ability to affect
S»’s payoff from war through his own mobilization. On one hand,adstion still serves
the signaling role it has in other models: that is, by the tifaegets to respond, she is
generally certain that if she resists, war is sure to folla@n the other hand, militarization
goes beyond persuasion in that it can effectively discourage fesisting some types that
did prefer fighting to capitulation under the pre-crisis DOP butorger do so once the
crisis develops. This now is true coercion: any type&ethat is resolved under the original
distribution of power but that capitulates in equilibrium Heesen forced to do so b§;’s
military preparations. Since no resolved type would capitulat@ny of the other models,
this provides the clue to the uniqueness of MTM’s dynamidgitarization decreases the
resolve of the opponent, so it can lower the likelihood ofstasice beyond what revelation
of one’s own resolve can even when it is credible.

This implies that mobilizing more should, all else equal, éovhe risk of war because it
should increase the probability ths4 capitulates. Theall else equaljualifier is necessary
because it could be the case that stronger militarization peglyeleadsS, to update her
beliefs in the opposite direction: if she comes to think thais more likely to capitulate, she
would become more likely to resist even though her own resolisred. The benefits of
military coercion thatS; obtains by lowering,’s resolve seem to conflict with the credible
communication of his own resolve: mobilization is so de@divat even unresolved types
may attempt it, which, perversely, may undermine its effectigsn

As we have seen, however, this does not happen, and the keytigher-valuation types’
ability to separate themselves from potential bluffers is in th&tlmess of mobilization.
Whereas mimicking their high mobilization levels can benefitaker types, they cannot
reap all the benefits from pretending they are strong because eweghtlthe strategies
are a lot less risky, they are also a lot more costly. It is theiringtess to incur these
costs that permits the higher types to distinguish themséioen bluffers. This then renders
their escalation credible. The best example of this is praligge the pooling types in the
“overkill” scenario: they pay extra costs to mobilize above &#egond what would have
been otherwise optimal in order to make their escalation ciediy placing it out of the
reach of weaker types.

To obtain the non-monotonic relationship between expectgdfptom war and risk of
war in equilibrium, it is necessary that the coercive instrunmgmbstly to use and that it

7 Except, of course, in the bluffing equilibrium, where she cdgiés even if she is not quite certain whether
escalation is genuine. However, as we have already seen, ltheeason resolved types do not separate
themselves from unresolved ones is that there are no gains tdfedm revealing the information.
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can affect the opponent’s payoff from war. To understand whysh@uld be so, consider
what would happen if one of the features were missing. If mohibpadid not affectS,’s
resolve, then it would be a pure sunk cost, and we have alreadytlseeesults in that case.
If it were costless, then any type would have an incentive toilizetat least up to the level
that achieves assured compellence. In either case, monibyomanild be restored.

It is worth noting that higher types can enjoy smaller risks af waquilibrium only when
their behavior is truly coercive; that is, when their mobiliaa undermines sufficiently the
resolve of the least-resolved type of opponent. Take, for exammcenario in which both
war preparation and mobilization for compellence are possénid,observe that the types
who escalate toward certain war do not mobilize in a coercivalgmmgful way: the change
in S,'s expected payoff from war that they produce is minor and todlsmando the resolve
of even her least-committed type. Even though escalatioralsgheir resolve credibly, the
probability of S,’s resistance remains fixed at one. Again, the costliness afiieiment is
critical because it prevents these types from upping the arfieisafly to lower the risk of
war.

4.6 Choosing the Instrument of Coercion

When it comes to deciding which instrument of coercion to eyplee have somewhat
conflicting findings. On one hand, we found that escalatiobilita (and in most cases
crisis stability as well) is better when the defender can udianmyi threats. On the other
hand, the equilibrium mobilization levels that he must usgdmomplish this can sometimes
be quite high. The first effect makes the military instrument mar@etive but the second
suggests that perhaps it is too costly to use profitably. Toddeaihich of the available
instrumentsS; would prefer, we need to look at the payoff he expects in eqiilib in the
three models. Figure 4.7 plots tle& anteexpected payoffs; that is, the payoff computed
from S;’s perspective before he learns his own type. This way the platsrporate the
probability of appeasement. (Appendix C shows how these fragicé computed.)

As we know already from Fearon (1997, Proposition 3), the expectexffpaill be higher
when the defender ties his hands than when he sinks costshdhis regardless of the
distribution of power or the balance of interests and followsaily from the fact that in
equilibrium S; does not have to pay the audience costs.

Turning now to the MTM, we see that despite the stabilizingdfiés of military threats,
the defender may or may not want to use them if other options\aitahble. In fact, when
the benefit conferred by making these threats is relatively ribfgigas in a minor dispute),
mobilization costs will provide a large enough disincenttaenpared to tying hands. Fig-
ure 4.7(a) shows thaf; does strictly better by tying hands for all distributions of gow
The problem here is that in such a dispute there are strong inesntiwbluff (the presence
of very low valuation types is the culprit). To overcome this witle military instrument
requires compellent allocations that can be quite costlyceSihere is no restriction on the
costs one can generate by tying hands (they are never paid libegui), S; can signal his
resolve much more effectively using that instrument. Clearly|éast attractive instrument
is sinking costs, which are both expensive and do not yield tmepellent effect of military
threats. Potential bluffing is also a problem when DOP favorsigiender in Figure 4.7(b)
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Figure 4.7 Coercive Instruments and Expected Payoff (baseline m#ation,
medium costs).

where the stakes are high only for the challenger. Again, tyargll is the more attractive
method of signaling resolve than mobilization.

In contrast, when mobilization has a huge impact in terms of inipgpescalation sta-
bility, the defender will be willing to incur the costs to inckiS, to capitulate with higher
probability. As we have seen in Figure 4.2(d), the effect is mosiguaced when the crisis
is acute, and as Figure 4.7(d) shows, this is precisely whenefender will find military
threats most attractive. Observe further that the analogousmigmaer a compressed range
of DOP occurs when the stakes are high only for one of the actoisfdllows from the fact
that the benefit is attainable over that smaller range, artdttbasts more to get it, which
accounts for the reduction in the expected payoff.

ReEsuLT 4.11 Military threats are only useful to the defender when their coercive effectde lanough
to justify the significant costs he has to pay to make them.

We can actually go further than this general point. In fact, wewkitwat the defender
should always be able to get at least as much with military thras he can with sinking
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costs whenever he has to incur positive costs. This is becaabilization is a sunk cost
with the added benefit of underminirfy’s willingness to resist. Hence, whatev&y can
achieve by sinking costs, he will be able to achieve withtanii threats, and usually he will
be able to get much more.

Similarly, military escalation is always at least as good asdascalation. Although this
is most evident in the verbal escalation equilibrium wherewlgegre equivalent, it is also the
case for any other type. Whey cannot even signal, he must cope with a higher probability
that S, will resist (because she believes he might be bluffing), whid¢braatically implies
a higher probability of war. Since he cannot affect his payoffifrwar either, this gives the
military instrument a double advantage.

Hence, the only instrument that is possibly more advantageotie defender than the
military is the tying-hands one. However, as the plots revé#, will be so under specific
circumstances only. For example, when the actors are involvadiinor dispute, credible
revelation of information has a lot of coercive power, which i@plthat the least costly
credible signal should be the most attractive. The militaryrimeent is strictly less useful
than tying hands for all distributions of power. The advansagktying hands decrease
substantially once the subverting impact of the militaryrimstent has a bite.

REsuLT4.12 Generally, the defender will prefer to tie his hands in minor crises or whedigtgbution
of power is highly skewed. The higher the stakes and the less skewedtthpitibn of power, the more
attractive military threats become. The defender will always prefer militaryatsréo either sinking costs
or escalation without additional preparations.

Recall that militarization stabilizes crises and although defender does not unequivo-
cally prefer to minimize the risk of war, military threats are thesiattractive instrument
except in minor disputes. Most importantly, he will alwaysnveo militarize acute crises.

ReEsuLT 4.13 The more intense the conflict of interest, the more likely is the defender to inditie
crisis for reasonable distributions of power.

This is point worth repeating: Our definition of an acute crisiaot based on whether
the defender employed military threats but on whether bothssiddie the issue highly.
The findings explain why the defender should be expected taniktary threats in this
scenario. The fact that the defender becomes more likely to teswoilitary threats the more
intense the conflict of interest becomes provides a rational@éatifying serious crises
with those in which we empirically observe such escalation.theowords, it is perhaps
not tautological to conclude that a crisis is serious on théshafsobservable behavior: if
interaction is militarized, then we can infer the crisis is notinandispute.

4.7 Tying the Knot of War: A Conjecture

In this chapter, we found that military threats lead to dynamrmahée MTM that can often
be strikingly different from any of the other signaling mechargsihereas the military
instrument can be thought of as being an intermediate casebetilie two pure signaling
mechanisms, a combination of sinking costs and tying hatesnplications for crisis sta-
bility, among other things, cannot be obtained by thinkifigt @as being “in between” the
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other two. The dynamics of military threats we uncovered alggssts another way to look
at the causes of war.

Blainey (1988) argues that war must be explained in terms dfelglte choices by state
leaders. In the MTM, war can come in two ways: eitlgrsimultaneously finds coercion
too costly and appeasement too unpalatable and prepares favithaut any attempt to
reduce its risk, or else he mobilizes to for¢s capitulation and fights when it does not
work. From our perspective, it is the road to war through coerciahithmost interesting: it
is here thatS; would genuinely like to avoid fighting and would actually to/but may fail,
and in the process may end up creating an environment where warté&nc The MTM,
therefore, suggests a cause of war under uncertainty that opémagetwo-step fashion:
physical actions states take in order to coerce their adueées and communicate their own
resolve may, perversely, create an environment in whichbgaomes inevitable even when
the uncertainty is resolved.

Asymmetric information causes actors to risk committing too migchthey would not
want to back down if resisted) but not quite enough to force tygdonent to back down (and
so the opponent resists). While the lock-in occurs because dwwesprivate information
and incentives to misrepresent, war occurs because actorstfiediétter option in the new
environment even after all information has been revealed. Thedyagf crisis bargaining
in the shadow of power is that actors may end up creating themgtances that make war
the best choice, circumstances they would have loved to asai ones they would have
avoided had they possessed complete information from the veigrideg. The following
example illustrates the logic.

ExAMPLE 4.1. Letv; = 25, assume baseline balance of interests, baseline system militarization, high
costs forS; and low costs forS,.8 The solution is the coercive equilibrium with pooling: all types with
v1 < T ~ 16.19 appease, all types witty € (16.19,22.39) will pool on a common mobilization level,
m(T) ~ 4.66, and all others mobilize at their unique coercive levéis(v,). The threshold valuation for
compellence exceeds, so no existing type will manage to mobilize for assured compellence.

Suppose now that the true valuations aye= 0.75 x v; = 18.75, andvy = 0.6 x v = 15. Given his
valuation,S; will mobilize credibly for coercion withn ~ 4.66. SincesS, capitulates ifv, < v;(m) ~
7.73, she will resist given her valuation. At the last no@e will fight if vy > v} (m) = 16.19, so he attacks
when resisted (in fact§; will be resolved to fight for anyz 2 1.94). In other words, these two types of
opponents will certainly end up fighting in equilibrium. Observe that at the @fries final decision,S;
faces an awful choice: his expected payoff from war at this poinBi&6, which is worse than appeasement
before escalation. On the other hand, capitulating now is west:6, so he prefers to fight. In other words,
S1’s own actions have produced a situation where he has firmly committedhtoefign though he would
much rather have conceded at the outset. The reason he does eas@appf course, is that in expectation
escalation is profitable. Sinc® is expected to capitulate with about 31% probability's expected payoff
from escalation is abowt.54, strictly better than appeasement. Therefore, the equilibrium outcones und
uncertainty is war.

What would happen if these opponents had complete information abclutotizer? As before, at the
final nodeS; would fight only if m 2 1.94 = m. If S; mobilizes at leastn, then war is certain ifS,
resists. SinceS,'s payoff from fighting is37.5/(m + 5) — 2.5 and from capitulating-0.5, she would fight
if m < 13.75 = m and would capitulate otherwise. HenceSif mobilizesm < m, S would resist and
he will capitulate, earning a negative payoff, so appeasement ig@oédelf he mobilizesn € [m,m], S»
would resist butS; would fight anyway. The optimal war allocation 8§ is atm™ ~ 1.85 but his payoff
in this case is-2.44, so appeasement is preferable. Finally, if he mobilizes 77, he can guaranteg,’s
capitulation, in which case his payoff would be — 7 = 5, which is strictly better than appeasement.

8 Thatis,v; is uniformly distributed o0, v;], M, = 0.10 x v; and p; (0, M, M>) = 0.5, which implies
M, = M, =2.5.The costs are; = 12.5,a; = 0.5,¢c», = 2.5, anda, = 0.5.
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In the unique subgame-perfect equilibriuf, mobilizes atn = 13.75 andS; capitulates. Therefore, the
equilibrium outcome with complete information is successful compellencg by

What is especially striking about the result under compldtaination is thatS; achieves
compellence even though his best war fighting payeft.44) is worse than appeasement
(0). Why does this work? Because sinking the mobilization co&teva&apitulation costlier
than before: ifS, resists, the new choic® has is between a payoff ef16.25 from capit-
ulating and a payoff of10 from fighting atm. Although war at such a costly mobilization
level is much worse than the optimal war payoff, it is bettentbapitulating. Thus$; has
tied his hands by sinking the mobilization costs at the dutsad he will certainly fight if
challenged now even though he would have appeased rathdotigirt even under optimal
conditions at the outset. Becauseyfs rather high mobilization level, fighting becomes
too painful forS, and she capitulates.

Contrast this with the results under asymmetric information,ret$e allocatesim
4.66. First, this is less than what is required to getwith valuationv, = 15 to capitulate
(m > 13.75). Second, it is more than the maximum mobilization at whighs willing to
capitulate himselfm < 0.36). In other words,S;’s mobilization level is too high for him
to backtrack once,’s valuation is revealed, but it is too low to g&f to capitulate either.
The outcome is warS;’s actions have now created a situation where neither oppasent
prepared to back down. This situation arises because of urmgred would not have
occurred hads; known his opponent’s valuation from the beginnfhg.

It is precisely this dynamic of simultaneous commitments #tatvorried Khrushchev
during the tense days in 1962. As he wrote in his October 26 mgetseKennedy warning
the American President of the dangers of continuing escalation

If.. . you have not lost your self-control and sensibly conceivawthis might lead to, then, Mr.
President, we and you ought not now to pull on the ends of the rope irhwloic have tied
the knot of war, because the more the two of us pull, the tighter that knobevified. And a

moment may come when that knot will be tied so tight that even he who tietl itat have the

strength to untie it, and then it will be necessary to cut that knot, and whatthdd mean is

not for me to explain to you, because you yourself understand plgrigavhat terrible forces
our countries disposE

The immediate reaction to this conclusion would be to ask tiiginal question once
again, this time applying it to the final stage prior to the oeiétx of war: after all information
has been revealed, shouldn't the actors strike a bargain? Treeterae ways to approach
this. First, one can argue that certain situations involveatisreo use force if one oversteps
some boundary or fails to comply with a particular demand, agliah may not be open to
negotiations about distribution of benefits.

For example, in 1797, Venice recruited and armed peasants kevidkagro-French in-
surrections in her territories. However, when these ragtag forggmbwarassing the French
rather than the rebels, Napoleon got incensed and ordereddeisie-campgseneral Junot
to deliver an ultimatum to Venice. After coercing the Colletfioneet on a Saturday despite

9 One may ask what would happenS$ could countetS; ’s mobilization with one of her own. | explore a
model that permits this in Slantchev (2005) under one-sidedrtaiaty. The results are absolutely the same
although some additional work is necessary to show that giyésinitial high mobilization level,S> will
not be willing to counter-mobilize at a level that is sufficigritigh to getS| to capitulate in the endgame.

10 The letter is reprinted in US Department of State (1996) asubmmt #65.
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the religious holiday, Junot read Napoleon'’s letter in whidn8parte denounced Venice
and bluntly asked its government:

Is it to be war, or peace? If you do not take immediate measures to sksgierse militias, if
you do not arrest and deliver up to me those responsible for thetnecgders, war is declared.

To underscore the fact that these terms were non-negotiablg, thuew the letter on the
table and then walked out before anyone could say anythingelewnt, Venice capitulated
with a “cringing apology” (Norwich, 2003, 619-20).

This sort of behavior is not confined to the eighteenth cenkaljowing US mobilization
to eject Saddam Hussein from Kuwait, there were some last-mittetajgts to compel Iraq
to withdraw without a war. One of them was a proposed meetingigiofdinister Tariq
‘Aziz of Iraq and Secretary of State James A. Baker lll. President Blesbribed the intent
as follows:

This offer is being made subject to the same conditions as my previouspatteonnegotia-
tions, no compromises, no attempts at face-saving, and no rewardgdression. What there
will be if Iraq accepts this offer is simply and importantly an opportunity t@hesthis crisis
peacefully!!

While it is possible that the President was making this claimstoategic purposes, the
events that followed demonstrated that in January, the US was imood to negotiate
anything but the unconditional liberation of Kuwait and, thepanded aim, the destruction
of Iraq’s military capability. The decision to cross the 38th flatan Korea, discussed in
more detail in Chapter 6, was also about overstepping a limibys¢he opponent. Hence,
such a model can apply in certain situations but perhaps naharsi?

Second, one can argue along the lines in Chapter 3 that éhelienr negotiations may
be impossible either because of risks of preemptive attaclecause of inability to main-
tain combat readiness for too long. For example, since matiitiz cannot be maintained
indefinitely, there is a risk that if one fails to strike and hagligengage, the process of
demobilization would leave one vulnerable to attack. A camabon of mobilization pres-
sure and fear of surprise attack was the main contributing factsrael’s decision to strike
Egypt preemptively in 1967 even against the vociferous opipogitf the Americans (Oren,
2002).

The third, and perhaps best, option would be to resolve thiseltieally by incorporating
a richer bargaining framework into the model. The literature og&iamg breakdown under
complete information suggests that this would indeed be plessi Powell (2004) provides
a general mechanism which guarantees that all equilibria inge lelass of games will be
inefficient and Powell (2006) applies its logic to other exglons of war. This mechanism
relies on large rapid shifts of power between the players whicaterdynamic commit-
ment problems when a previously weak actor no longer has iwesrto fulfill the terms of
his promises after he becomes the stronger one. As Lejenamd Slantchev (2007) note,
however, despite its generality, this mechanism leaves @ loé desired. In particular, the

11 Statement of January 3, 1991. http:/bushlibrary.tamu.eskereh/papers/1991/91010300.html. Accessed
September 10, 2004. See Brune (1993, 105-06) for more on Besh&t to negotiate.

12 For more on ultimata, see Lauren (1994).

13 Seejnter alia, Fearon (1995), Garfinkel and Skaperdas (2000), Slant&@@86), and Langlois and Langlois
(2005) on the possibility of conflict without uncertainty ingtiramework.
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crucial power shifts are exogenous to the models; that is, treebeyond the players’ con-
trol. However, since such shifts can arise only from deliberatésibes (e.g., investing in
armaments), it is more appropriate to assume that players camicéltlee rate of change.
If that is so, one has to explain why actors still make decistbas risk producing power
shifts that are large enough and rapid enough to guarantee tiagybreakdown.

The MTM's two-step logic seems especially apposite here:ribishard to envision how
the costliness of mobilization can prevent a player from puicgasufficient armaments to
offset the advantage of his opponent, thereby failing to deerdze size of the power shift
and ending up in a situation where war becomes inevitable iev@mich bargaining frame-
work and with complete information. The first step is to make theirggrdecisions under
uncertainty with coercive and informative purposes, and thergkestep is to resolve the
crisis through bargaining, which may turn out to be impossibldd peacefully. However,
even though this seems plausible, | have yet to formalize thehamsm. Hence, | can only
offer the two-step logic as a conjecture at this point.
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5

Militarization and the Distribution of Power and
Interests

Nothing can be a more amazing folly than for two great countries like IndiaGimda to
go into a major conflict and war for the possession of a few mountain peaksver
beautiful the mountain peaks might be, or some area which is more orn@gsabited.

Jawaharlal Nehru, 1959

I now outline some elements of a theory of militarized deterré¢hatarise from embed-
ding the military threat model of coercion into the wider conteka conflict of interest
encounter. To do this, | develop a fuller theory of military ceenchat allowsS, to choose
whether to challenge the status quo at the existing distobuif power. This extension
brings the model into close correspondence with the informal sed by Huth (1988, 20-
23, esp. Figure 2) and the formal one used by Fearon (1994b), atithfasithe comparison
of its predictions with their hypotheses.

To extend the MTM to allow for a prior move by the challenger,uase that she can
either choose to live with the status quo (in which case heofb&y/zero, and the defender’s
payoff isv{), or choose to make a public demand. If she does make a demangartie
continues as in the MTM with the defender’s escalation chdiassume thas,’s valuation
is distributed uniformly orf0, v,] and she is privately informed of it before she makes the
first move while the distribution from which it is randomly drawn @memon knowledge.

The MTM results from Chapter 3 are defined in terms of arbitrary beliedsieS,’s val-
uation; allS; knows when he escalates is that her valuation is uniformlyidiged on the
interval[z, u]. SincesS,’s initial choice does not affect any variables other than (pkdéy)
S1’'s beliefs, it follows that the entire effect of crisis initiatiovould be reduced to influenc-
ing these beliefs in a way that would be most beneficial to tladlehger; that is, initiation
will be a form of signaling. Since there are only two actions aldé toS,, in equilibrium
her types would partition themselves into at most two setsedhwho prefer to live with the
status quo, and those who prefer to start a crisis. Furthermore, seeswill be represented
by continuous intervals because it is not difficult to see that equilibrium some type
prefers to initiate, then all higher ones would strictly preferdcsd as well. In other words,
S»’s equilibrium behavior would necessarily define the intefval] with ¢ > 0 being the
type indifferent between the status quo and a crisisyardv, being the highest valuation
type. Of course, ifS, chooses to live with the status quo regardless of valuatiamijlibe
up to the analyst to specify reasonable off the path beliefsssacg to sustain this behavior
in equilibrium. The bottom line is that in equilibrium only tgpv, > ¢ will initiate, which
determinegt, v,], which in turn determines the equilibrium of MTM th8&§ should expect,
which itself rationalizes the choice ofin turn. The rest of the analysis reduces to identify-
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ing possible values afwith the corresponding MTM equilibrium behavior they inducel an
showing that there is at most one such pair that can be supgargglilibrium. In other
words, if the initial choice results in a unique MTM equilibriythen the combination of
an initial choice and MTM equilibrium is itself unique. The lfainalysis can be found in
Appendix D.

5.1 Stability and Deterrence Failure

Extending the model to include the challenger’s initial demi introduces a new concept
of stability. Recall that in Chapter 4, we defined two closallated concepts that capture
different aspects of the risk of wagrisis stability, which is the probability that a crisis will
end in war, andescalation stability which is the probability that a crisis will end in war
provided thatS; militarizes it. Situational stabilityrefers to the probability that the status
quo is disrupted by a crisis which then escalates to war. In ateds, it is a measure of
how prone a status quo distribution is to producing fighting.

DEFINITION 5.1 (Situational Stability). The unconditional probabilihat the status quo
is challenged and the crisis escalates into a war. The higlegprobability, the less stable
the status quo.

Recall that crisis stability is aimterim calculation because it presupposes an existing cri-
sis, and escalation stability is @x postcalculation because it presupposes a militarized
response. In contrast, situational stability iseanantecalculation because it takes into ac-
countS,’s initial decision to challenge the status quo.

The other quantities of interest involve peace, which nowtmahad in one of three ways:
if S, never challenges the status quo (preservation under an intpheat), if she does but
S, appeases (redistribution), or if she do8g,escalates, and she capitulates (preservation
under direct military threat). The firstis a measure of the pronesféke status quo to crises,
and answers the question “how likely is some distribution afdfiégs to be challenged?” It
is the probability thatS,’s valuation is too low to make initiating a crisis worthwhilEhe
second is a measure of the potential for the status quo to befpégicevised in favor of the
challenger. It is the probability tha, initiates a crisis and; appeases her by voluntarily
relinquishing the disputed good. The third is a measurg, & ability to protect the status
guo with a vigorous militarized response to a challenge. It iptiobability thatS, initiates
a crisis but is then forced to back down affgrresponds by mobilizing his forces.

To relate the notions of stability developed in this book tostn of deterrence that are
in widespread use, we must disentangle two concepts that angefridg conflated in the
literature—those of deterrence failure and war. When talkingittbe efficacy of threats, we
need to be more specific and more careful in saying exactly whathiat we are measuring
as success. The effect on avoiding war? On securing one’s megE2Both? Traditionally,
deterrence success is identified with cases where a defendedsrigstained the potential
revisionist from using force (Huth and Russett, 1984; Lebow anith Sit€87). That is, peace
is deemed equivalent to deterrence success. As Huth and RU€88) succinctly state it,
“Failure [of deterrence] is defined as an attack on the protégé htaremilitary forces.”

As this model clearly demonstrates, Danilovic (2001, 103) geight when she disputes
this equivalence. As she puts it, “Although war undoubteelyresents deterrence failure,
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peaceful outcomes imply three possibilities in terms of peszkisuccesses: a deterrer’s
perceived success if the challenger peacefully acquiescébe. challenger’s success if the
deterrer acquiesces without fighting,. . ., or both might commige.” Even though the MTM
does not allow for the compromise outcome, it does support tiemthat crisis stability
should not be conflated with deterrence success.

This now allows us to link more precisely our notions of stapilo the traditional con-
cepts of general and immediate deterrence (Morgan, 1&&feraldeterrence refers to the
initial choice to challenge the status quo. As such it woyddear to be equivalent to the
probability of the challenger initiating a crisis. Howevence classical deterrence theory
conflates deterrence failure with the use of force, it may well cpmed to situational stabil-
ity instead. Avoidance of war does not tell us whether chamgéhe distribution of benefits
have occurred. Matters can be settled peacefull itloes not challenge the status quo at
all (in which caseS; retains his possession of the good), if she does press her de@iaad
S yields without resisting (in which case the good is transferre$h Joor if she pressess;
resists, and she yields (in which casekeeps the good but pays the price). In other words,
the status quo can be peaceful either under (possibly cgstigervatioror underredistri-
bution Although the original notion of deterrence failure is vagueudlibese instances, it
seems to me that its spirit is to suggest that cases of peaesgulmder redistribution would
fall well within its scope. On the other hand, preservation latdae construed as deterrence
success regardless of cost. As a result, it appears more natudahtdy general deterrence
with the probability of crisis initiation rather than situatal stability.

DEFINITION 5.2. General deterrence failure is measured by the probabilitthibahal-
lenger initiates a crisis.

Immediatedeterrence refers to the defender’s ability to coerce the challémgapitulate
short of war once a crisis has begun, and as such correspond$/diveztcalation stability.
Note now that in all cases whefg fails to coerceS, his credible escalation leads to war.
This means that even though in principle deterrence failuretiseguavalent to the actual use
of force, in equilibrium of the MTM, it is. When it comes to immetk deterrence failure,
then, the original insight appears to have been entirely on #x&.nThe fact that we can
derive an original axiomatic definition from equilibrium behavéhould be encouraging
about the usefulness of the MTM.

DEFINITION 5.3. Immediate deterrence failure is equivalent to escalatistability and is
measured by the probability that an escalation ends in waalgecequilibrium escalation
is credible, immediate deterrence in the MTM is the same as tHeitnaal definition.

We should not conflate crisis instability with immediate dedace failure. Crisis stability
incorporates the probability of escalation and the conditiask of war. This does answer
the question of how likely a crisis is to end in fighting but tlishot the same as asking
how likely a threat is to lead to war. In other words, whereas inmatedleterrence failure
presupposes that a threat is made (and its failure to cdgrieads to war), crisis instability
includes the probability thaf; makes the threat. This means thaSavecomes more likely
to appease, crisis stability will increase as well. Obviouslis is a far cry from saying that
immediate deterrence will improve.

This now leaves a curious gap: what type of failure is measurethdyrobability that
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the defender will not meet a challenge with an escalatory tRr8atce the status quo gets
revised in favor of the challenger, this must be some sort ddiriaifrom the perspective
of the defender. Appeasement must involve failure of genetakidmce because the chal-
lenger has initiated a crisis. But since immediate deterrenoaly defined conditional on
the defender escalating (a threat cannot falil if it was neverepalde interim step remains
in limbo. What about the decision to actually make the imratddeterrent threat? That
this decision is absolutely crucial cannot be doubted: theiloiléy of the general deterrent
threat rests entirely upon it because in equilibrium all esicaddhat involves any possible
resistance bys, is credible. This implies that it is never an issue whetkigmwill follow
through on an escalatory threat, the only relevant uncertairty tftom S,’s ex anteper-
spective is whethef; will be willing to make that threat at all. This suggests th&eneas
credibility of immediate deterrence is correctly considered guoitant component of gen-
eral deterrence, the other essential ingredient, the prolyatiliéiscalation, has been unduly
neglected. Moreover, as one of the outcomes identified byl@ani(2001), appeasement
by the defender should be counted as deterrence failure despitgeaceful.

Rather than invent yet another category of deterrence faillinedl] just stick to the
concepts of stability developed in this book and be mindfuithefdeficiencies of our exist-
ing nomenclature. These will become especially importantrwie consider the selection
models that attempt to evaluate the risk of war conditionagj@meral deterrence failure. In
effect, these models are estimating crisis stability, not idiate deterrence failure, even
though they often mislabel the findings. Since the two arerdistioncepts and the explana-
tory variables often relate differently to each, we shall need tsohoe careful re-evaluation
of the findings of such studies when it comes to immediaterdatee.

5.2 System Militarization and Military Threats

Recall that in the MTM, the marginal effect of additional miztion depends on the exist-
ing system militarization levels. We shall explore three sdesa(i) baseline militarization:
My is 10% ofvy; (i) low militarization: M, is half the baseline (5% af,); and (iii) high
militarization: M; is double the baseline (20% ©f). For each of these scenarios, we shall
changeM, such that the distribution of power varies over the entire range.

As we know, the marginal effect of mobilization is higher inden-militarized systems
(more bang for the buck). Figure 5.1 shows the expected mobdizatinder each of the
three militarization levels in four balance of interest scersaris the preceding discus-
sion should have suggested, equilibrium behavior is heawifylitioned on existing military
forces. On one hand, this may appear surprising: after all, thesesfare summarized by
the contest success function, which produces the same pridiealiibr equivalent distribu-
tions of power. Hence, one may think that the relative “bataotpower” is the relevant
metric. Indeed, this is what usually ends up as an explanatoigbla in many statistical
models. On the other hand, the MTM shows clearly that becawseniarginal effect of
committing additional forces is decisive, one cannot ignoeeaverall militarization of the
system. Bennett and Stam (1996) get it exactly right when thelude (for a different rea-
son) the absolute size of forces in addition to the customamnical of power variable in
their statistical model.
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Figure 5.1 System Militarization and Mobilization Levels (low costs)

ResuLT5.1 Crisis behavior does not depend simply on the relative pre-crisis pofdee@pponents but
also on the absolute levels of their military forces.

This result has some intriguing implications for the debate bether arms races cause
war. The usual story is that arms races contribute to the outbrfeard Wallace (1982)
found that disputes preceded by arms races were more likely tcatst¢alwar, although
the strength of the relationship he found has been disputed IRIT®83). A perennial
confounding issue is the unresolved and very difficult questiowhether countries arm
because they anticipate the conflict that eventually break&érowhich case the arms races
cannot be said to have contributed to war even though thdleénce will be highly cor-
related with it) or whether military buildups create a dynamitichh makes violent crisis
outcomes more likely (Glaser, 2004). Morrow (1989c), for instanagjes that temporary
advantages created by swings in the military superiority dutimghbuildup may provide

1 This is implicit in Richardson’s (1960) formulation, but is cheteristic of the literature in general, especially
in its early stages.
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powerful incentives for war. Kydd (2000), on the other hand, asghat arms races may
actually reduce the risk of war because they clarify the relatbvegp of the opponents.

The findings here suggest that militarization affects how crésesresolved because it
changes the relative importance of intra-crisis mobilizationotirer words, the causes of
a military buildup (which alters the status quo distribution ofver) may have very little
to do with the causes that lead to a dispute, crisis, or evenWemer and Kugler (1996)
make this argument as well in their criticism of traditionabegaches. The nuance added by
the MTM, however, appears quite important because here militaitgupsaffect stability
indirectly anywaybecause they change the marginal usefulness of the militatgument.

In other words, although countries may engage in an arms race fanseasry different
from the ones that eventually propel them into a dispute, the eaogsaffects how the crisis
will be settled because of the context it creates for the useilithry threats. It is worth
emphasizing this poineven if military buildups are not simple preparations foméict,
they should still be associated with crisis instabiliys Maoz (1990, 60) aptly put it, “the
path from arms race to war goes through crises.” The reason buildapbercausally related
to the outbreak of war has to do with the effect they have on hehduring crises.

Figure 5.1 shows several intriguing findings. First, under-anitied systems will tend to
exhibit more aggressive mobilizations under all but very skkdistributions of power. In
other words, regardless of the balance of interests, defenddraseilmore cautious mo-
bilizations when the crisis is between highly armed statess $hould not come as a big
surprise in the light of Claim 3.1: since mobilization is morteefive against lightly-armed
opponents, defenders will generally tend to find it more useftileecoercively or in prepa-
ration for war. Seeing this is a bit complicated in the aggrephits because changing sys-
tem militarization also shifts the cut-points, and thus the eangf the various equilibrium
types. However, it is not hard to understand it logically.

For example, in Figure 5.1(d), the expected mobilization Ewgort two distinctive
humps; in fact, the first of these occurs because in that rangegghilibrium is from Propo-
sition B.2 and escalating types prepare for war. The expectddlizadion starts at zero
when DOP favorss, because war is quite unprofitable 8y and he appeases. However, as
the DOP improves, more and more typesSefare able to benefit from war. Consequently,
mobilization levels increase while DOP still favafs and then decline again as the DOP
shifts towardS,; (because the improved pre-crisis DOP makes additional forcesdedged).
At the trough, mobilization hits a very low level before leapingmatically upward. This
surge occurs because the DOP has become favorable enough tbquenmion and some
types begin taking advantage of it. This shift from war to coerdiecomes evident when
we look that crisis stability for the same set of parameters, assin Figure 5.2(d). When
the DOP favorsS; sufficiently, compellence becomes possible and further imgmants
enableS; to achieve it at even lower mobilization levels. Becausenhefrelative efficiency
of mobilization in under-militarized systems, these variowategies become available at
lower DOP, hence the leftward shift of the graphs as system nizkition decreases.

Second, the shift is not just to the left (coercion becoming mdraciive at lower DOP in
under-militarized systems), but in most cases also upward.i§hadercion involves higher
mobilizations in these systems as well. This immediatelglies that such crises should be
more stable becaus® will be much more likely to concede. Indeed, Figure 5.2 demon-
strates that this is the case almost everywhere. The probadilityar tends to be lower,
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Figure 5.2 System Militarization and Crisis Stability (low costs).

sometimes dramatically so, in under-militarized systemsitiegipe seemingly aggressive
mobilizations. This leads to a somewhat counter-intuitiveatusion:

REsuLT 5.2 Except at very skewed distributions of power, crises between heanigdaopponents will

tend to involve less aggressive behavior but the risk of war will be grehtam ex ante probability-
equivalent crises between lightly armed states.

The third finding is that even though mobilizations in undelitarized systems are lower
when DOP disproportionately favors the defender, crises remaia stable. Although this
is evident in all plots, Figure 5.1(b) and Figure 5.2(b) are permapst illustrative: when
DOP becomes so high th&t can start compelling, to capitulate with certainty, the mo-
bilization levels begin dropping quite dramatically. Agatompellence becomes possible
under somewhat less favorable DOP in under-militarized system the decline begins
sooner there. However, because equilibrium play involveseaging probabilities of,’s
capitulation, crisis stability improves and even exceedsdhailitarized systems wherg,
still has to risk coercion given the same DOP. Hence, excephwiedistribution of power
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is extremely unfavorable to the defender, crises will be morelestabunder-militarized
systems irrespective of the relative mobilization levels.

The last thing to note here is the inconsistent prediction W@k heavily favorsS,:
at these distributions, under-militarized systems will ekHiwer mobilization levels and
higher risks of war. However, if we recall the reason for the leftaashift in the plots, this
discrepancy becomes intuitive. In this range of DOP, equilihrascalation leads to certain
war under Proposition B.2 because no types find even coerciditapte, let alone com-
pellence. At extremely unfavorable DOP, no type would evemlage, which is why the
probability of war will be zero. Because of the relative effeetigss of the military instru-
ment in under-militarized systems, war becomes profitableraeadat less favorable DOP
than in more militarized ones. Consequently, higher type$;dfegin taking advantage of
it at lower DOP, and since escalation leads to war, crisislgtaguickly begins to deterio-
rate. In other words, crises are less stable in under-militarizetgs)s here because at these
values of DOP, the set of types who escalate to certain wargsidt is not until coercion
becomes possible that the advantages of these systemsteaiméd better prospects for
peaceful crisis resolutions.

ResuLT5.3 Crises in under-militarized systems will be more stable unless the distribdtmower highly
favors the challenger, in which case they will be less stable than crises il edlitarized systems.

Hence, the fact that the attractiveness of the military insémins conditional on the ex-
isting distribution of power is a two-edged sword. On one handjli mean more stable
crises in under-militarized systems when the DOP is not extrefagbrable to the chal-
lenger because the coercive function increases the probadifiltter capitulation. On the
other hand, it will also mean less stable crises in these mgsteghen the DOP is extremely
favorable to her because when coercion is not attractive buisywarore types will escalate
to fight one. Somewhat perversely, the very features that makeilit@ryrinstrument more
attractive for coercion (and are stabilizing) also make it momaetit’e for war preparation
(and are destabilizing).

5.3 System Militarization and Deterrence

As in the previous section, | begin by looking at how existiegels of militarization af-
fect the probabilities that a crisis occurts; (issues a challenge) and that the status quo is
disrupted by war (situation stability). To make comparison$witra-crisis behavior, the
simulations use the same parameters as in Figure 5.2. The alifféa¢nce, of course, is
that the balance of interests now describes the status quo thdrethe crisis itself: the
distribution of possible valuations ¢, in the MTM that follows depends on the lowest-
valuation type that would challenge the existing distribatdf benefits. Note that siné®’s
challenge can only improvg&;’s information in our equilibrium, it does not change the type
of dispute (because the underlying upper limit on her valnatr@mains the same).

Figure 5.3 shows the probability th&t challenges the status quo in each of our four
balance of interests scenarios as a function of the existirighdison of power. The first
thing to note is thatS, is always at least as likely to start a crisis in a highly miliad
system as she is in a less militarized one. That is, increaseguerall level of armaments
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Figure 5.3 System Militarization and General Deterrence Failure (¢osts).

is unlikely to lead to a crisis-free coexistence between the ogpis. In fact, it is much more
likely to do just the opposite, especially when the stake$ayle for the defender.

ReEsSuULT5.4 General deterrence is more likely to fail in highly militarized systems.

Contrast now Figure 5.3(b) and Figure 5.3(c). In the first scenariodeéfender’s inter-
est is peripheral and the challenger who values the issueyhigghértain to initiate a crisis
regardless of the level of militarization. It is not difficult teeswhy: she expects to do rel-
atively well in the ensuing confrontation and cannot be detebyethe feeble threat the
defender can make given his disinterest in the issue at stalken\tfie balance of interests
is reversed, as in the second scenario, the level of systenamziition has a dramatic im-
pact. Take, for example, DOP at about 459%:will stay with the status quo for sure if the
system is under-militarized; will challenge with probabildgyound 50% if it is militarized
at the baseline level; and will challenge with almost 709 ibver-militarized. This appears
counter-intuitive: from Result 5.2, we know that crises willdeio be less stable in more
militarized systems. In fact, crisis stability is even worseeSg's initial choice is taken
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Figure 5.4 System Militarization and Crisis Stability Conditional 68's
Challenge (low costs).

into account, as Figure 5.4 shows. To see that, compare this figthe plots in Figure 5.2,
especially Figure 5.2(c) where the difference is most strikingabse the probability of a
challenge leads the the most significant revision of beliefsgan in Figure 5.3(&).

That the probability of a challenge increases with systemtamiiiation appears quite
strange because the probability of war given a crisis is so migtteh which should make
S, less likely to initiate! In fact, that is precisely what wouldgpen in any traditional
model whereS;’s compellent threat does not affegf’s payoffs directly like it does in the
MTM. To understand the seemingly odd behavior, observe thaaeurs in equilibrium
in the MTM only whensS, stands firm at her final decision node. This means that all else
equal, lower mobilization bys; would make her more likely to resist even if doing so is
sure to lead to war because her expected war payoff will beehigirom Result 5.2, we

2 The plots in Figure 5.2(b) and Figure 5.4(b) are, of coursentidal becauss§- challenges regardless of her

valuation, as seen in Figure 5.3(b), and heS¢&s posterior belief in the full deterrence model and the MTM
will be the same.
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Figure 5.5 System Militarization and Situation Stability (low costs)

also know thatS;’s mobilization will be less aggressive in more militarizedteyss, which
means thas,’s expected payoff from war will be higher. Since the probaptfiatS; would
escalate is never higher (and usually much lower) in more m##éd systems, all of this
means thas,’s expected payoff from a challenge actually increases wititamzation. This
then explains why she is more likely to initiate a crisis. Obsehat this prediction exactly
reverses the seemingly intuitive expectations from non-MTM rwdtere the probability

of a challenge increases with system militarization desiié fact that crises will tend to be
less stable.

This “double whammy” with respect to stability is most evitdevhen the defender’s
interests at stake are high (otherwise the effect a challengedviayie on his beliefs will
be negligible because almost every typeSefinitiates it). Putting everything together, as
done in Figure 5.5, leads to the conclusion that situatiotedlilty will generally be lower

in more militarized systems, and that the magnitude of the effdlancrease as the balance
of power increasingly favors the defender.
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REsuULT5.5 The risk of war is generally higher in more militarized systems (situationailgtais lower)
except when the distribution of power seriously favors the challenger.

It is worth emphasizing that this result would be counter-inteifor any theory that does
not account for the function of the military instrument. The copmmecipe for deterrence
calls for a credible threat by the defender to fight, and the inedkdsk of war is supposed
to deter the challenger from initiating a crisis in the first plagéat this result shows is
that matters are not that simple: here, the probability of a ehg# increases even though
the defender’s threat is credible and the resulting risk of wargbédr as well. What the
military deterrence model shows, then, is that what matterstismp whetherthe defender
will fight, but alsohowhe intends to do it. If he will not mobilize enough forces to mdie t
challenger’s expected payoff from war really small, then a cammet to fight simply leads
to war. The defender’s threat is not capable of exercising a dategifect on the challenger.
Of course, the distinction betweercapableandcrediblethreat is not new. What generally
has gone unrecognized is the fact that the defender may hasetives that produce less
capable threatgspecially when he thinks that war is very likes we have seen before,
the defender cannot get coercion on the cheap: to achieve denmge he has to mobilize
at least as much as he would for a real war. Hence, the more ceavireis that war will
follow, the less likely is he to go to the extra expense of corivig S, of his resolve. This,
in turn, makesS, more likely to challenge him in the first place, closing the @i circle.
This rationale provides yet another resolution to the “paraibelbaradox” that arms races
that are designed to promote peace may actually contributeetoutbreak of war (Maoz,
1990, 32-64).

Since military buildups essentially correspond to systemtanifiation, this result can be
tested empirically. Sample (1998) finds that even when otlogoifa(e.g., type of issue being
disputed, history of disputes, relative power capabilitees] so on) are taken into account,
crises in more heavily militarized dyads are more likely to egealghis supports earlier,
and disputed, findings that military buildups are strongly cateal with the outbreak of
war (Wallace, 1982). In a more nuanced study, Sample (2002) fimd<tisis instability
in militarized dyads is higher when two major powers confrontheather or two minor
powers do, but that there is no effect when a major power conframia@r power. This can
be taken as evidence that supports the second part of the alsolte mglitarization will not
be destabilizing if the distribution of power seriously favore of the actors.

Now that we have established how high militarization undeasihothS;’s deterrence
posture and crisis stability, we shall carefully look at the iefeghip between the distri-
bution of power and situation stability. All simulationsattfollow use the baseline system
militarization?

3 This is because system militarization affects crisis stability @onsistent manner: the dynamics as a function
of DOP remain roughly similar when we vary militarization—alatichanges are the precise values of DOP
where the peaks and troughs occur. Consequently, we shalleibaskline system militarization for the rest
of the simulations to focus on the other variables of interest.
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5.4 The Distribution of Power and Interests

The distribution of power (DOP) is among the most widely useakcepts in international
relations regardless of the school of thoutyiRerhaps not surprisingly, there is a lot of
controversy over precisely how it should affect the likelihodavar. Without going into an
exhaustive literature review, it is fairly easy to identify atdetour mutually contradictory
hypothesized relationships between the distribution of p@me crisis stability:

1 Balance of Powerthe probability of war is lowest when power is approximatelgrdy
distributed among opponents.

2 Preponderance of Powethe probability of war is lowest when the distribution of power
disproportionately favors one of the actérs.

3 Power and Status Quo Benefithe probability of war is a function of the disparity be-
tween the existing distribution of benefits and the distritmuibf power. The probability
of war is lowest when the benefits actors can obtain from fightiegelatively close to
the benefits from the status quo. Conversely, as the disparitysgsmdoes the risk that
an actor will resort to arms.

4 No Direct Influence of Powenvhereas the distribution of power affects the terms of a
negotiated settlement, it will generally have no effect onlitcedinood of war®

Before | continue, two caveats are in order. First, | should nateltam considering these
claims in a context limited to two actors only. While the thimbafourth hypotheses come
from such models, the first two (especially the balance-of-power) sually stated for a
world with more than two actors, and their focus is on alliancégpas (Waltz, 1979), and
the probability of war among coalitions (Kim, 1989). Secondhdwd point out that it is
not impossible to reconcile some of these relationships, asxionple Wagner (1994) does
when he argues that each may arise logically from a start withrdiffesets of premises. A
model with multiple equilibria, for instance, would producéetient conclusions seemingly
from the same set of assumptions unless one explicitly insledpectations that support
equilibrium selection in that set.

Since a sufficient enlargement of the set of assumptionsdagitiier unify the theories or
expose their fundamental contradictions, it may be useful tsider the empirical record
for a preliminary prediction at how successful this approach maybortunately, efforts to
resolve the supposed theoretical impasse have thus far ¢iefoat we call “mixed results,”
i.e., contradictory findings that can be used to support or rejece of the hypothesized
relationships. We have studies that support the balance-ofrpoyp®thesis: others that

4 The classical realist tradition stretching back to Thucydid€9¢) through Carr (1939), Morgenthau (1948),
and Gilpin (1981) is most explicit, although Waltz's (1979prealism and the more recent defensive (Van
Evera, 1999) and offensive (Mearsheimer, 2001) strands ofreaiso make very extensive use of the
concept. Its overwhelming popularity also accounts for scherplicitly in opposition to it, usually with
modest claim that the distribution of power is not the sole (ongte primary) explanatory variable (e.g.,
liberalism and neoliberalism).

> Morgenthau (1948); Claude (1962); Wright (1965); Kissind&¥79); Mearsheimer (1990).

6 Organski (1968); Organski and Kugler (1980); Blainey (1988).

7 Powell (1996b). Bueno de Mesquita and Lalman (1992, 188-19@ieato the contrary, that dissatisfaction
with the status quo is unrelated to the risk of war.

8 Wittman (1979); Fearon (1992).

9 Ferris (1973); Siverson and Sullivan (1983); Siverson anc@&toss (1984).
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support the preponderance-of-power hypoth&siand yet others that find no consistent
relationship one way or anothErgven on the dyadic level (Kim, 1989), which may be taken
as supporting the no-influence hypothesis. The findings arerdasing that Levy (1989a)
has despaired about ever uncovering the effect of power in cyed| relationships.

The usual remedy is to suggesiter alia, omitted variables like alliance capabilities
(Kim, 1989), considering systemic or regional, as opposed tdidyevels of analysis?
or changing the focus on type of confli¢t.Signorino (1999) shows that statistical analy-
ses that use improper estimation techniques that ignore tltaufo@ntal strategic nature of
the data-generating process can produce seriously misleaditsrdhis implies that the
instability of findings may be due to their sensitivity to thedel specification. Until we
acquire statistical methods capable of dealing with comptextegic models, we have to
strive to resolve theoretically as many issues as possible.

It is mildly disturbing if internally consistent theories shdylield diametrically opposed
hypotheses from the same assumptions. In keeping with the ¢iéimerst of this book, we
should at least make an effort to identify assumptions in theseries that are responsible
for these results. Should these assumptions prove untenatdeidgethey fail to capture
essential features of the interaction (and hence are likely tadberting), the models that
employ them would be seriously undermined on theoretical grauHis is the approach |
propose to use here: in the absence of compelling empiricahfisdand statistical models
that can adequately capture the complex strategic interaiatiplied by the MTM, we shall
look at the controversy from a primarily theoretical viewpoint.

Looking back to Figure 5.5, it would appear that the model'sljmteon about situation
stability hews to thereponderance of poweschool of thought: the risk of war is higher
when the distribution of power becomes more even. Howevemsecllook casts signifi-
cant doubt on that conclusion because situation instaluidih peak just about everywhere
(looking at the baseline militarization case):

e when there is approximate power parity, as in Figure 5.5(a);

e when there is serious asymmetry in favor of the defen8gs forces are about 80% of
the dyadic total, as in Figure 5.5(b);

e when there is serious asymmetry in favor of the challen§igs. forces are about 80% of
the dyadic total, as in Figure 5.5(c);

¢ for most values of DOP except at the two extremes, as in Figu(d)5.5

Thus, on one hand it is striking that DOP tends to affect crigibibty in roughly similar
way: probability of war is lowest when either the defender @& thallenger enjoy an ex-
tremely pronounced advantage. On the other hand, the diffesémcealues of DOP outside
these extremes are so pronounced that they render the genamlaatost meaningless.
Take, for example, DOP set at 70% and observe that war is certan the conflict of in-
terests is acute, but its likelihood declines to about 70%eflialance of stakes favors the
challenger, then further down to about 20% if both have periplmerest, and then drops

10" Garnham (1976); Organski and Kugler (1980); Moul (1988); iBude Mesquita and Lalman (1992); Geller
(1993).

11 Bueno de Mesquita (1981); Maoz (1983); Karsten et al. (1984).

12 Singer et al. (1972); Gochman (1990); Lemke and Werner (1996).

13 Houweling and Siccama (1988); Kim and Morrow (1992).



5.4 The Distribution of Power and Interests 139

to zero when the balance of stakes favors the defender. In otlidsyjost how destabilizing
an asymmetrical distribution of power is depends on the balahinterests, which echoes
the findings of the bargaining model of war.

RESuULT5.6 The relationship between the distribution of power and the risk of war diperucially on
the distribution of interests.

This may seem obvious at this point but it is surprising how nrthe hypotheses tend
to assume this away by postulating a serious conflict of inteEeen the bargaining model,
which comes closest in its claims, is actually subtly différen

Observe first that what matters in the bargaining model is hosetjothe distribution
of benefits mirrors the distribution of power (which determinesdize of the discrepancy
between life with the status quo and attempting to secure arba¢ial by force). In the
MTM, the status quo is constant across the four scenarios, vdest change is the value
the actors attach to possessing it. In a minor dispsitehas the good but neither he nor
S, cares all that much about it. In contrast, in an acute crisis, taltre it highly, making
S, extremely dissatisfied with the status quo aéfdquite happy. Our assumption thé
possesses the benefit essentially renders him the satisf@daadtS, the dissatisfied one
across all scenarios. These labels are equivalent to Powdé9)vhere the distinction is
between preferring to live with the status quo and using force. &dtsat, observe that in
the MTM, wy(v;) < vy for all v;—that is, S; would prefer to stick with the status quo
rather than fight regardless of valuation; anglv,) > v, for high-valuation types—that
is, S» sometimes prefers to fight rather than live with the status quotheravords,S; is
the satisfied state an%} is the potentially dissatisfied challenger. Thus, the MTMpases
by assumption that only one actor can be potentially disiadi. That the bargaining model
reaches the same conclusion should give us some confidericéithassumption is not
distorting (Powell, 1996a).

Turning now to the conflict of interest, note that in the bargejimodel one actor becom-
ing more satisfied with the status quo cannot make the other auire satisfied and will
usually render him less so. That is because the actors are absuimave a zero-sum con-
flict of interest over the distribution of the benefit, so more foe automatically means less
for the other, and their utility is non-decreasing in the amaliey possess. Since valuations
in the MTM are independent, it is quite possible for one actaraie much more intensely
about the issue without affecting the preferences of the otbeexample, the defender may
have a relatively high valuation but the conflict of interesi ba mild if the challenger does
not care that much about the issue or acute if she does card/heteas satisfaction in the
bargaining model can approximate this type of distinctibnannot capture it precisely.

The real bite of the nuance comes when we compare a minor digpateigh-stakes for
defender only crisis. Itis not at all clear what the bargainirgglei would have to say about
this for S; is satisfied in either case arfy’s valuation is the same, so her dissatisfaction
is constant. As we have seen from Figures 5.5(a) and 5.5(c), hgveitvettional stability
is very different: the MTM would predict that the likelihood of mig highest at parity in
the former case and at severe imbalance in favor of the challéngee latter; furthermore,
once the DOP exceeds 50%, the probability of war drops to zerm Wieestakes are high
for the defender only but remains positive (but declining) in aanidispute all the way
up to DOP exceeding 70%. In other words, there is a real differeneedven though the
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distribution of benefits has ostensibly remained the sameseThesults should be seen as a
plea for taking intensity of interests a lot more seriously in aesie than we have generally
done!*

REsuLT 5.7 Situational instability peaks when power is relatively evenly distributed if intes® ap-
proximately balanced, or when power disproportionately favors the agitbrless intense interests at stake.

This result contradicts theo direct influenceschool and subsumes the arguments of the
other three schools with the appropriate qualifications. Itditiie distribution of interests
to instability, as the bargaining theory does but draws dtierb the important distinction
between the status quo distribution of benefits and the iityenfspreferences with respect
to these benefits. In a way, the fact that the probability of wanaximized when the DOP
favors the actor who cardessabout the issue runs counter to our intuition but is readily
explicable in the context of the model: these are situatidmsrevan actor (who is not keenly
interested in the issue) is unwilling to expend the resourcesssary to coerce his opponent
(who is very interested, which is why he is difficult to coerce) the advantage in the
distribution of power is so large that he is willing to risk wanysvay.

The results are in agreement with fikeponderance of poweschool that the most dan-
gerous crises can occur when power is evenly distributed buifigeahis with the obser-
vation that this only holds when interests at stake are appwigigbalanced as well. The
MTM also shows that instability when the conflict of interestcute is much more serious
than in a minor dispute, which further sharpens the precisioheofelationship and implies
that not all power transitions must be dangerous. FinallyMfi#/ is in agreement with the
balance of poweschool that blames power asymmetries for instability, altfotiis has to
be qualified with the observation that the hypothesized matiip only holds when there
is a serious discrepancy in the balance of interastbwhen this asymmetry is exactly con-
trary to the distribution of power. Hence, the MTM predicts thawpr imbalances are most
dangerous either when a very powerful challenger confronts a wefakder over an issue
about which the defender cares deeply but the challenger dbétha expansion of the Ko-
rean War in 1950); or when a weak challenger confronts a powerfuhdefeover an issue
about which the defender does not care much but the challeargs a lot (Sino-Indian War
of 1962). | shall discuss the Chinese intervention in Koreamiesiength in the next chapter
because there are several competing explanations that | wkeltbladdress. Here, | shall
limit myself to a brief example of the crisis of 1962 betweenr@hand India.

5.5 The Sino-Indian War of 1962

As the quote by Nehru in the epigraph for this chapter suggestmdy really believed
that the People’s Republic of China (PRC) and India would godoaver an obscure bor-
der dispute in remote territories in the Karakoram and the Himalafbmost to the day
they attacked, the Chinese maintained that the disagreeabent the delineation can be
resolved by negotiations. India’s entire policy of refusing tgateate was predicated on the

14 This plea is not new. In fact, critics of rational deterrettoeory have commonly faulted it for its exclusive
focus on power and relative neglect of motivations (George@moke, 1974; Maoz, 1983; Karsten et al.,
1984; Levy, 1988). | shall have a lot more to say about this in @rap
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assumption that the Chinese would not use their superictamjilpower to settle the dispute
by force. | will not trace the origins of this complex territorial pige. Suffice to say that

upon independence India inherited from the British a northern bamyrtiat was murky and

not well defined. The two main areas over which the war with &lould be fought were

the approximately 30,000 square kilometer Aksai Chin in thetvaad the 90,000 square
kilometer North-East Frontier Agency (NEFA, now the state of A&eimal-PradesHyY.

The value of the territories themselves as land was minimal. Wédx(1970, 26) de-
scribes Aksai Chin (“desert of white stones”) as “high and desoplateau, 17,000 feet
above sea level, where nothing grows and no one lives,” andevbale potential impor-
tance lay in the trade route that was only accessible duringuimengr months® Most of
the area is to the north of the Karakoram mountain range, which srteahit is easily ac-
cessible from China and well-nigh impossible to defend from Ind@abse access requires
negotiating inhospitable passes at very high altitudes.akisgd the Ladakh kingdom, Aksai
Chin was first conquered by the Dogras and annexed to Kashmuhwthelf was absorbed
into British India in 1904 through a treaty with Tibet. China, ahihad never recognized
Tibetan sovereignty, denied the legitimacy of any agreenmmmisluded by the Tibetans to
which the Chinese were not officially signatories.

NEFA was more populated than Aksai Chin, mostly by various ¢rilvéh cultural and
ethnic connections to India, Tibet, and Burma. India considéredNEFA area its own as
part of the inherited agreement Britain had negotiated withtbghe Simla Convention in
1914. As with the other Tibetan agreements, China did not rézeghis claim: the thirty
or so years of Tibet'sle factoindependence from China were simply a temporary lapse of
central authority between the 1911 collapse of the Qing Dyreasd the 1949 reassertion of
central power under Mao’s communists. Being under Chineserainty, Tibet had no right
to conclude any agreements on its own. Therefore, the McMahandlaimed by India as
its boundary, was illegitimat€.

The strategic value of the lands was another matter entirdter Ahina reconquered
Tibetin 1950, the only practical way of connecting Tibet amelhearby province of Xinjiang
necessitated the construction of a road through Aksai Chin [flenative was to build it in
the even more forbidding Takla Makan desert). Since the Peopégalftic of China (PRC)
did not recognize this territory as part of India, it began conswoaf the highway in March
1956 without informing anyone. So remote is this area that theinglovernment would not
learn about the construction until September 195&Ithough according to their subsequent
claims the building of this unauthorized road constitutedrarusion into Indian territory,

15 There were also about 20,000 square kilometers of disputetbtgrain either side of the Karakoram

watershed and the passes through that range; the so-called sedtibe

Unless otherwise indicated, all page references are to MigE)70) seminal study of the war. Although

some claim it presents a pro-Chinese gloss on the events, it isdéind & more objective account of the

dispute and the war itself.

Gurtov and Hwang (1980, 115-16). The legality of the dispsi ¢complex and contentious matter. Lamb

(1964) presents a well-balanced account that acknowletiggardblems with the Chinese claims without

accepting the official Indian line that the PRC was an aggrebkgimann (1990, 9-30) also discusses the

border ambiguity but also emphasizes the psychology behind'draparoach to their delineation.

18 Maxwell (1970, 87); Hoffmann (1990, 35-36). Mullik (1971,68:201) claims that the Intelligence Bureau
had been aware of Chinese activity in the Aksai Chin since 195thhtithe army had not considered it a
threat it could deal with.

16
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the government did not raise the issue with the Chinese attee hdia only made a formal
protest in October 1958 when official Chinese maps suddemyeth the whole of Aksai

Chin, previously marked as indeterminate, as being in CHirlehe PRC rejected India’s
claim but Prime Minister Zhou Enlai suggested that the twontiéess should negotiate the
demarcation of the borders, most likely on the basis of the ptasatus qua?

The status quo in 1958 when the dispute began was straightfarther®RC had estab-
lished itself in Aksai Chin, and India had moved into the NEN&hru, however, articulated
what would become India’s line throughout the crisis: “There bamo question of these
large parts of India being anything but India and there is no déispbout them?! Zhou
pointed out that “border disputes do exist between China adid.InRecognizing India’s
interest in NEFA, Zhou further replied that the PRC'’s interest ks& Chin was firm but
that in NEFA, China would be prepared to “take a more or less t@alititude towards
the McMahon Line2? In other words, the Chinese, while denying the legitimacy of an
agreements between the British and the Tibetans, were proposiagognize India’s claim
to NEFA in exchange for a reciprocal recognition of their claindksai Chin.

This pragmatic approach to the issue was realistic becauseeitted the situation on
the ground. Furthermore, Sino-Indian relations were very warm and fyievith Nehru's
Hindi-Chini bhai-bhaipolicy in full swing. It was an opportune time to resolve a poihi
serious issue while nobody in India cared about the region thaldago to China. Maxwell
(1970, 90) summarizes it as well as anyone:

The two governments were on the best of terms, each country had fiitéato the no-man’s-
land of importance to itself, and all that was needed was an agreemeietbigding diplo-
matic expression to what by all appearances was a mutually satisfataurg quolf both sides
were in fact satisfied there would be no Sino-Indian boundary probteati; af on the other
hand both—or either— stood by map claims to territory occupied by the dtreproblem
would be insoluble.

At the end of 1958, it would appear that the PRC had low inténeSEFA and moderately
strong interest in Aksai Chin. India, had a much stronger inténeste NEFA and a cor-
respondingly weaker one in Aksai Chin. However, it was at plust that Nehru chose to
interpret India’s claims as absolute and nonnegotiable: aslaible part of India no terri-
tory in either sector could conceivably be admitted to beindispute, let alone belonging
to China.

This approach had to confront an unpleasant reality: China waoaned in Aksai Chin
and militarily much more powerful. If Nehru were to enforce India’s migj he had to find
a way to dislodge an opponent of superior strength without fiagowvar. Having decided

19" Informal Note from the Foreign Secretary to the Chinese Ambass@dtober 18, 1958, Ministry of
External Affairs, Government of Indi&jotes, Memoranda, and Letters Exchanged and AgreementsdSign
Between the Governments of India and China: White Pédew Delhi, 1959-63), 1: 26—27. Thereafter cited
asWhite PaperNote given by the Ministry of External Affairs to the Coungedd China in India, August 21,
1958,White Paper]l: 46.

20 Memorandum from the Foreign Office of China to the Counselondid, November 3, 1958Vhite Paper].:
47.

21 | etter from Nehru to Zhou, December 14, 199@hite Paperl: 51. See also Maxwell (1970, 97) and
Hoffmann (1990, 36-37).

22 | etter from Zhou to Nehru, January 23, 1958hite Paper]: 53; Gurtov and Hwang (1980, 116), Maxwell
(1970, 98), Hoffmann (1990, 38-39).
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to secure all the territories under dispute, Nehru at first keptiuisanges with Zhou secret
from Parliament. However, the Lhasa Rebelion that erupted ietTibMarch 1959 soured
the relations between the two countries and compelled Chirake a closer to look at
Tibetan affairs. While the Dalai Lama (who had been given jalitasylum in India) was
agitating publicly for resistance to the Chinese and receiwitugh sympathy and moral
support in India, the Chinese were becoming concerned that teksnebre being supported
with supplies coming from India. The Chinese attempt to reassetta of the region to
prevent that caused an increase in clashes with the Indians eteotwying to enforce their
rival claims2?® Public criticism of Nehru’s friendly policy with China were mettipleas
from the PRC for India to remain non-hostile while China was reelindeu pressure in
the aftermath of the second Taiwan Straits crisis. Nehru was atsaroaxds already when
the Longju incident in August—a clash at an Indian outpost EFN that ended with the
Chinese taking an Indian prisoner—became public knowleddedia and inflamed anti-
Chinese opinior?

Three days after the Longju incident, information about it appean the newspapers
along with revelations about the highway in Aksai Chin. Nehad to disclose to Parlia-
ment his private correspondence with Zhou regarding the border.cliltkens from the
unyielding policy had come home to roost: the Oppositionpsuied by widespread aver-
sion to the Chinese, now clamored for a more aggressive acticectoes India’s borders.
Initially, Nehru attempted to draw a distinction between NEFR& &ksai Chin: while main-
taining that PRC’s claims are “totally and manifestly unat¢able,” he also hinted that the
situation in Aksai Chin is much more vagéeHawks in Parliament demanded that India
bomb the Chinese road and accused Nehru of appeasement. Tiee mo@n vanished as
Nehru was forced to take a firm public stand.

By the fall of 1959, the eminently solvable question of “peEssion of a few mountain
peaks” had mutated into a matter of national honor and peestige insignificant peaks and
patches of uninhabited territory had become “the crown of Indi&’ @ven part of her “cul-
ture, blood and veins.” Rather than offering a workable resaiutiche dispute, China was
acting from “the pride and arrogance of might” in advancing premosts demands that al-
most no Indian would ever agree1dlt was in this way that India’s valuation of the territory
went from moderate to extremely high: once publicly framed as aemattpreserving the
integrity and honor of India—which the government had to do fditioal expediency—the
problem was bound to become intractable. On March 14, 1960,upege Court of India
made it illegal for the government to cede or acquire territory odifgdoundaries without
an amendment to the constitution. Although this particulinguvas prompted by a minor
cession to Pakistan in 1958, it solidified India’s positiortiomborder dispute with Chird.

23 Gurtov and Hwang (1980, 117); Hoffmann (1990, 61).

24 Maxwell (1970, 107-9).

25 Maxwell (1970, 116-19); Hoffmann (1990, 66—68).

26 Maxwell (1970, 121); Hoffmann (1990, 55).

27 \tis important to note that while public pressure did make it lyganpossible for Nehru to change course
once the crisis erupted in full force, it was not responsiblénferinitial unyielding policy. The white papers
would not be made available to Parliament until September A,1&5vhich point Nehru had been refusing
to negotiate with the Chinese for about a year.
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Despite the bluster, Nehru must have realized that India cooldstand up to China
militarily. It is telling that he adopted the line of the weaknémnting the strong: he accused
China of bullying India even while pretending to be its friendh&iag the vacuoumight
does not make righdrgument, he insisted that “Natural friendship does not elkjgiu are
weak and if you are looked down upon as a weak country. Friendsinipot exist between
the weak and the strong, between a country that is trying to balijthe other who accepts to
be bullied. .. China was not fulfilling that prescription of friesidp, but was on the contrary
using the boundary guestion to assert superiority, even perloapsance, over India®® It
is difficult to resist drawing a parallel with the famously unsessful remonstrance of the
weak Melians to the powerful Athenians. While effectively sglivith the Athenian position
that “right, as the world goes, is only in question between qgugower, while the strong
do what they can and the weak suffer what they must,” Nehru eottio argue that since
India and China were friends and friendship was only possible aregugls, India must be
as powerful as China and China should not treat it as a weakKlifiat was anon sequitur
either India was as powerful as China, in which case China coatidv@ a bully, or India
was not, in which case they could not be friends. But if they weteiends, then it would
be futile to appeal to friendship to prevent the Chinese from execcibeir power.

But the Chinese were not making any threats, not yet anyvétystead, they had rea-
sonably concluded that given the hostile climate of pubpmimn in India, getting Nehru
to agree to anything that would smack of concession would Benigh impossible. They
proposed that the two countries maintain the status quo, bghwthey meant the situation
on the groundde factoPRC control of Aksai Chin and Indian control of NEFA At this
point, the best thing for the PRC would be to keep the statuswpile ensuring that nothing
that could be construed as provocation would further aggravatsithation. Later, when
people had forgotten about the territories, the governmentsl caitle the issues quietly.
It was quite obvious to them that India could not afford to settkedquestion through mil-
itary means. China therefore attempted to defuze the situatigmdposing a 20-kilometer
withdrawal from the McMahon Line in the east and the line of actaatrol in the west.
This would leave the strategic road in Chinese hands but wilimize contact between the
border patrols.

To much public acclaim, Nehru rebuffed this offer and essepti@fused to negotiate
with the Chinese until they vacated all of the disputed teiigg As he put it, “an agreement
about the observance of te&atus quavould. .. be meaningless as the facts concerning the
status quaare themselves disputed.” Nehru reiterated his demand thatRevBcate all
of Aksai Chin3? Zhou offered to bargain over the depth of withdrawal, and aljole
rejected Nehru's treatment of Aksai Chin and NEFA as separatessée still insisted that
the dispute had to be resolved through negotiatidiéehru refused to negotiate until China

28 Maxwell (1970, 120).

29 See Thucydides (1996, Ch. XVII) for the Melian dialogue.

30 Gurtov and Hwang (1980, 118), Hoffmann (1990, 72-73).

31 Letter from Zhou to Nehru, November 7, 1958hite Paper3: 44.

32 Nehru, November 16, 195%Vhite Paper3: 49. See also Maxwell (1970, 138); Hinton (1966, 291);
Hoffmann (1990, 80-81).

33 Letter from Zhou to Nehru, December 17, 199¢hite Paper3: 51-55.
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agreed to the facts as the Indians saw tiémde, however, professed himself ready to talk
to the Chinese but only to persuade them of the validity of Iegiasition3> The Chinese
stopped their patrols anyway and proposed to leave the bordelionited until some later
time. Nehru would not even agree that the border was not detimit©n that basis there
can be no negotiations”—and then reaffirmed his previous refosaidet unless China
accepted his pre-conditior$.

The sincerity of the Chinese desire to settle the issue by iaigois could be doubted but
their actions suggests that there was no ulterior motive.tRigfore coming to India in the
spring of 1960, Zhou Enlai went to Burma and successfully natgetia treaty delimiting
the common border. It is significant that the Burmese had clasitedhe Chinese around
the McMahon Line’s extension into Burma and that they wereegoéssimistic about their
chances of extracting a good deal from the PRC should it decidestats claims on the
threat of force. Instead, the PRC accepted the reality of the MoWMaline without ever
admitting to its legality (in fact, they would not even memtibin the treaty). In other words,
China’s insistence that the line was inadmissible as agesti European imperialism had
nothing to do with their pragmatic approach to the actual dedition. Furthermore, they
had given the Burmese a deal that would be puzzling in its gsitgrid one assumed the
China harbored expansionist desires. The PRC could have ¢grainacted more had it
chosen to threaten Burma with foréeThis should have been a clear signal of their intent
to honor the Line in NEFA in practice without compromising thetand on its legal validity.
The Chinese would proceed to negotiate fair border treatidgsMépal and Mongolia, and,
shortly after the outbreak of hostilities with India, with Pd&is. Only India and the Soviet
Union would remain unwilling to settle their border disputewthe PRC by negotiations.

At any rate, by late 1959 India’s valuation of the territories wadgh as it could be,
while China maintained its moderate valuation of Aksai Chin $he very low valuation
of NEFA. The status quo favored their position, and it wouldupeto India to challenge
it. The only way to dislodge the Chinese was through militaryspuee, and here India was
indisputably the weaker of the two. Calvin (1984, Ch. 3) gige®gent summary:

The Indian army was in a poor state, especially in their readiness for alirfare. Their fire
power, supply system, training, and readiness for mountain operatieresall quite lacking.
They had significant personnel shortages, and would often be oberechby the Chinese by
5:1.2. To pit troops in such circumstances against an enemy superior inletaof military
strength would be absurd. .. But this is what India did.

It is true that the People’s Liberation Army (PLA) had its own praotée The fifties had

been a decade of considerable disagreement over the propeowsgdernize the armed
forces and as the decade drew to a close, the Chinese could remt Sqviet assistance
either. With the economic disaster of the Great Leap Forwarndips] domestic resistance

34 Letter from Nehru to Zhou, December 21, 199¢hite Paper3: 56-57.

35 Hoffmann (1990, 86-87). This was the occasion of Nehru’s infasmremark that he will not negotiate on
borders but that everything is negotiable. When pressed taiexpe paradoxical statement, Nehru made a
distinction between talks and negotiations (Maxwell, 19040-41).

36 Note from the Ministry of Foreign Affairs of China to the Embass$yralia in China, December 26, 1959,
White Paper3: 58-79; Letter from Nehru to Zhou, February 5, 198Mhite Paper3: 80; Maxwell (1970,
155).

37 Maxwell (1970, 160—61), Gurtov and Hwang (1980, 118), Hofim#1990, 85-86).
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increased and occasionally burst into armed rebelion. The Rsetfwas rent from internal
challenges to Mao’s policies. It stood to reason that the Gleimeould be wary of exercising
force to meet external threats. The leadership carefully instrutddmbrder troops against
unauthorized actions that could precipitate armed conflidt @hina’s restless neighbors,
especially India and the USSR Despite these difficulties, the Chinese had serious military
advantages over the Indians, especially in the disputedaeest

In the Ladakh sector by early 1962, “the Indians were over allwuatrered by more than
five to one; but the effective disparity between their strengthtaat of the Chinese was far
greater. It was not only that the Chinese were concentrated whestedians were scattered,
or that they were able to move in trucks where the Indians had totrdkot; the Chinese
had all regular supporting arms for their troops, while the India# Brigade had nothing
beyond one platoon of medium machine guifs.”

The Indian military was not unaware of the situation. The Chfehiony Staff General
Thapar warned the government that India could not match theeGaiim the disputed area:
the PRC had more troops and a much better developed infrastruatstefadying them. The
reality was just as grim as he suggested. North of the Karakorane r&@igna could easily
deploy troops and resupply them whereas India would have to awkitything (it was later
estimated that only about 30% of drops were recovered). The soldiere not prepared
for the high altitudes: they needed proper training and actibatgon. Communications
were bad, medical facilities poor, and all transportation aiyeitems that could not be
airlifted was by mules and portet$ Nehru and Minister of Defense Krishna Menon simply
professed belief that China would never start a war over thes®tees. Therefore, India’'s
obvious military weakness was not an issue.

This was an odd logic: India was pursuing a military policy whietped to somehow
force the Chinese out of areas where the Chinese were militarigrisupvithout provoking
the Chinese into resisting force with force. But the logic makesensense if we consider
it in the light of the MTM. India was challenging China in thegeothat the latter would
not use its overwhelming strength to settle the dispute by f@o&e China’s interest in
these areas was only moderate, there was a high probabilityeHzs the Chinese would
acquiesce without mobilizing for a costly confrontation. Thexre risks associated with
Nehru’s policies and he knew that. The cautious behavior ®@fChinese in late 1961 and
early 1962 only encouraged him to run higher risks.

In a sense, Nehru had little choice. By branding Chinese preserdeai Chin an act of
aggression, he had committed the government to not negotititehe Chinese until they
left, and, if they failed to do so, to remove them somehow. Simgieher sitting still nor
war were options, Nehru tried a middle course of coercion, the Bedcdorward policy.”
Instead of openly challenging the Chinese to a military shawgdhe Indian military would
play a game of chess with them: it would place outposts into doswpositions, in close
proximity to the Chinese. Since the Chinese were assumedlungntib provoke a military
confrontation, simply emplacing Indian troops in their linesopply would force them to

3% Gurtov and Hwang (1980, 114).
39 Maxwell (1970, 236); Hoffmann (1990, 103).
40 Hoffmann (1990, 98-99).
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abandon their own posts and retreat. There was no disguisirfigaithat the forward policy
was “a military challenge to a militarily far superior neighbdtf

The Chinese government—"exercising its sacred right to deferidaGhterritory and
maintain the tranquility on the border"—resumed border patrothénKarakoram in April
and itself began more vigorous deployments investing the tndigposts on several oc-
casions'? In one incident in the Chip Chap valley, they made a show of acing on an
outpost but retreated without attacking it. This reinforced lisdigew that the Chinese ma-
neuvers were a bluff, which seemed to receive further confirmatianwie Chinese did
not attack the outpost Galwan despite repeated threats ta éad 8os point, the inexorable
logic of escalating risks persuaded the emboldened Indiansaioge the rules of engage-
ment for their troops from “fire only if fired upon” to “fire if the Chinepress dangerously
close to your positions*?

The Chinese, for their part, had become increasingly pes#nalsbut the possibility of
resolving the dispute through negotiations. They could nijt bet get even more so when
India, flush with military equipment from the United States anel Soviet Union, invaded
Goa in total contradiction to Ghandi’s peaceful philosophwhich Nehru claimed steadfast
adherence. The easy success of this mission—the Portugues@ po resistance—and
the support from both superpowers, which also sided with Indissidigpute with China,
encouraged an even riskier policy with respect to the PRC.

The Chinese tried to impress upon Nehru that his forward policy weag dangerous.
India’s deployments came perilously close to the strategicsgadksai Chin, not to men-
tion that they were in territories claimed by the PRC. Skirmishiag become a regular
occurrence along the line of control. In the spring of 1962, Chutdiad that India’s policy
is “most dangerous and may lead to grave consequefitdisthis were not clear enough,
the PRC warned India that “to refuse to maintain ghetus quoand reject negotiations is
to reject a peaceful settlemerit”By September, the threats were becoming explicit. After
enumerating further incidents, the Chinese warned that “thein@overnment should be
aware that shooting and shelling are no child’s play; and he pléngs with fire will even-
tually be consumed by fir¢? Should this prove too metaphorical, the Chinese rephrased
it in plain language: after calling India’s insistence on prations “utterly absurd,” they
bluntly stated that “if India should continue to nibble Clapeerritory, it will certainly meet
with China’s resistance'”

But Nehru pressed on, against the advice of his own military. Womfronted with the

41 Maxwell (1970, 179); Gurtov and Hwang (1980, 119-20); Hoffm&1990, 92—103).

42 Note from the Ministry of Foreign Affairs to the Embassy of Indiril 30, 1962,White Papers: 39.

43 Maxwell (1970, 236-39). Gurtov and Hwang (1980, 121-22)atis@ brief period of hesitation on Nehru's
part in late July. Even if he did waver, Nehru soon regained dwigidence and on August 13 he reiterated his
position that there would be no negotiations without the €b@nvacating the territories. Hoffmann (1990,
104-06) notes the public perception of the Galwan victory.

44 Note from the Ministry of Foreign Affairs to the Embassy of Indidarch 1, 1962White Paperp: 14.

4> Note from the Ministry of Foreign Affairs to the Embassy of Indidarch 22, 1962White Paperg: 24.

46 Note from the Ministry of Foreign Affairs to the Embassy of Indigptember 13, 196®yhite Paper7: 68.

47 Note from the Ministry of Foreign Affairs to the Embassy of Indsgptember 13, 1962Vhite Papery: 72.
See also Maxwell (1970, 255) and (Whiting, 1975, 94-95). Guaind Hwang (1980, 121-22) similarly
argue that despite the Chinese warnings, the Indian governraesisied in its escalatory tactics encouraged
by the failure of the Chinese to respond with force.
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unpleasant reality about the balance of forces, he would distihésconcerns as irrelevant
because the Chinese would not fight. And when the militarstadithat the forward policy
was bound to provoke them to do something along the disputetthdNehru would replace
the disagreeable soldiers with more pliable ones (Hoffmann, 1B8®-49). The reality of
India’s weakness, however, could not be wished away. Singasta carefully kept secret,
the Opposition and the Indians interested in the dispute coatldinderstand why the gov-
ernment was not pursuing a more assertive policy. Surely the supedian Army would
make short work of the Chinese. Why is Nehru not ordering it to doPsaRaps he is still
trying to reviveHindi-Chini bhai-bhaiand appease the aggressors? It was this public senti-
ment coupled with the apparent failure of the Chinese to followugh on their threats that
goaded Nehru into escalating the risks. He had maneuvered tieengaent into a position
from which while “pursuing a policy of the utmost recklessnetsyas being blamed for
excessive, even craven, forbearante”.

For the Chinese, responding to Indian maneuvers was provinggity.dviaxwell (1970,
347) sums up precisely what the MTM would lead us to expect:

Easy as the Indian pressure was to ward off when it came to the issti# kiegt the whole
great sweep of the Sino-Indian borders alive, requiring troops toepe ik battle-readiness,
creating a heavy logistical demand and complicating the problem of pagifjivet. For the
army to be put and kept in a defensive posture, only to react to chaldagnched at times
and places of India’s choosing, would make no sense to any strategists.

Given how high India’s valuation was, it would be exceedingpgtly to coerce it into back-
ing down. Even critics of China conceded that under the cir¢cancgs, it made more mil-
itary sense for the PRC “to mount a general offensive on its owngeiong the entire
border” rather than defeat piecemeal attacks while Beijing idpeNew Delhi to change
its mind#® The Chinese had to reassess their policy of denying India aangéalye in em-
placement throughout the disputed territories while studjoasbiding serious clashes and
simultaneously offering to negotiate.

While the Chinese were stiffening their resistance, the Ind@am®mment confirmed the
fatal order to evict them from the southern side of the Thagla (@ha) ridge in the NEFA
on September 22, 1962. When the determined fighting at Tsewgijpearly October re-
vealed that the Chinese were prepared to resist—with overwhglfomme—Indian intru-
sions, the government halted the advance on the 11th andedetcicitay put at the Namka
Chu river. However, when Nehru left for Ceylon on the following dag gave an interview
in which he left the impression that the army would eject the Esgrby force?

This statement was interpreted much the same way around the wndté United States,
theNew York Herald Tribuneronounced it tantamount to a declaration of war on China; in
Britain, it was seen as an ultimatum, and in China itself itvboced observers that Nehru
had authorized the army to attack, and that a strike was immiheAfter thorough prepara-
tions they made no attempt to conceal from the Indians, the €hifeeded the river during
the night and attacked at 5am on October 20th, crushing thanrdiBrigade and setting

48 Maxwell (1970, 291).

49 Maxwell (1970, 347), Gurtov and Hwang (1980, 139).
50 Maxwell (1970, 342); Hoffmann (1990, 129).

51 Maxwell (1970, 344-45).
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off the war. Two days later, Kennedy announced that the USIesetted Soviet missiles in
Cuba and was blockading the island.

It is worth noting that Nehru's logic, while faulted by many to &e especially odious
instance of wishful thinking, was not without merit. Given ladi assessment of Chinese
interest in the issue (Nehru had actually proposed to the Chihesehey could still use
the Aksai Chin road for civilian traffic, the implication beingat India would probably
not look too closely at what actually was being transportedyatie sense that there was
a good chance that the PRC would not use force to resolve thetelféptihis assessment
was strengthened by the stream of offers to negotiate emanatimgfeijing as well as the
repeated failure to follow through on threats to resist Indian inonssby force. The public
debate in India had made its own high valuation crystal cleandd, the logic went, the
Chinese would not be able to extract concessions, not uriegsésort to force which they
would not do on account of their relative disinterest.

The problem was that the status quo favored the Chinese positindia were to change
that, it had to challenge the PRC militarily. There was no otis@y to compel the Chinese
to vacate the territories they held and India claimed. And vabai® they must, the govern-
ment’s own policy had obliged it to force them to if they did nbtvas here that the forward
policy entailed a serious escalation of risks. The Chinesddiwave been content to let the
matter die from lack of interest but they could not sit idly by whke Indians were maneu-
vering their chess pieces in what amounted, from Chinese péirspeo an unwarranted
land grab. Having decided that it would be too costly to coere@r, the Chinese used
their military superiority to impose the resolution they had éebpo achieve through nego-
tiations. When they declared their unilateral cease-fire on Mbes 21 and withdrew from
the territories they had overrun in the course of the war, the Chiaefrced the solution
that Zhou had offered India back in 1959. It was an exemplary mylaation in support of
a clear political goat? It also illustrates very nicely the MTM result that military coengi
can be costlier than war, making fighting preferable under ceciatumstances.

As a final note, it may be useful to reflect on the fact that the diangg model of war
would have trouble accounting for the war. The status quo digidn of benefits on the
eve of the crisis reflected the distribution of power. It was monaathgeous to the PRC,
making India the dissatisfied state. The problem from a theotsti@madpoint is that despite
that dissatisfaction, the match between the distributidrimower and benefits should have
made war exceedingly unlikely. India would not be expectefigiat to overturn the status
guo—its military weakness did not make for a great expectedfthdrem doing so, and
China, the satisfied actor, would then have no reason to fighrefgerve the status quo.

Similarly, the preponderance of power school would be puzzje@n the obvious mili-

52 Note from the Ministry of External Affairs to the Embassy of Chiay 14, 1962White Paperp: 43. The
Chinese wondered why they would need “India’s permission forguiggnown road on its own territory.” Note
from the Ministry of Foreign Affairs to the Embassy of India, Ma@62,White Papers: 56.

53 Maxwell (1970, 418). Gurtov and Hwang (1980, 141), howesggue that even though “the October
offensive was politically controlled and carefully prepheal. . . despite their achievement of a military
victory on all fronts, the Chinese failed to bring the Indiavgmment to the conference table.” That may be
s0, but the PRC secured its road in Aksai Chin and no longer hazhtered with aggressive Indian troop
deployments. Or, as Hoffmann (1990, 226) put it, “India’s refosgrant legitimacy to China’s ‘line of
control’ would not change the fact that India was now foraetbterate it.”
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tary superiority of the Chinese, the Indians should have accgiet® the status quo. There
was no dangerous power transition: China was certainly notnileglin relative strength
compared to India. The only school that might have somethisgwychere is the balance of
power: the Chinese simply used their strength to their adganfhe problem here is that
balancing is supposed to arrest expansionist tendenciee pbtherful, and these are not in
evidence. Instead, the Chinese settled their disputes biyiaad fairly with anyone who
cared to negotiate with them, often giving up a lot more than eyt could have secured
by force. The dramatic unilateral cease-fire in their war with Indid e subsequent with-
drawal from areas they could have occupied also reveals that dtepdninterest in doing
so. It appears that the logic of costly coercion is perhaps mastlus illuminating this
particular episode.



6

The Expansion of the Korean War, 1950

The Communists frequently adopt a threatening posture with the cold-lilgnapose of
so frightening their enemies that the latter will surrender without a fight.

O. Edmund Clubb, November 7, 1950

Although the primary contribution of this study is theoretidals worth exploring the im-
plications of the new insights offered by the militarized deteceemodel. | do not wish to
claim that this model somehow captures “enough” of the stiratetgraction during crisis to
apply it to any particular event and claim that it fully explkaimhat transpired. My focus has
been on clarifying the dynamics of military escalation, anduzhd have entirely neglected
other factors, such as domestic politics, the structure ofritegnational environment, the
potential behavior of third parties, and anticipated consaqges of one’s actions for future
interactions. All of these are important for determining crisisdéor. They can, and have
been, easily accommodated in the rationalist framework. Evelititmally competing ap-
proaches such as the organizational or bureaucratic exgasatan be incorporated into
this framework if we conceive of the domestic structure as a corafigun of various inter-
est groups with particular sets of preferences that make up thextaf constraints and
incentives in which leaders operate. | also happen to thinkwieahave not paid sufficient
attention to such factors as considerations of prestige, handremotions such as anger and
fear that must be accounted for if we are to gain a good grasp oféegmenon we wish
to study (O’Neill, 1999). This is a formidable set of omissiong] &have no doubt that the
tendencies identified by the militarized deterrence model saithetimes be overwhelmed
by some combination of other tendencies produced by thet®rdac

This is not to say that they all work at cross-purposes. In factesoam be positively
reinforcing. For example, if we assume that commitment of grdumaps in a crisis itself
creates audience costs for reasons of domestic politics asmhational prestige, then this
can only reinforce the credibility of the escalatory threat. Alijo the model does allow for
audience costs, | assumed that they do not vary with mobaizathat is, they are incurred
by the failure to follow through on a threat and are independenterptecise nature or
magnitude of that threat. This is not the case in Fearon (1994@rencosts increase in
duration of escalation, or in Fearon (1997), where the magnitiithese costs can be chosen
by the actor. These types of models are better suited to dtedyctor’s willingness to engage
audiences for coercive purposes. We could think then of mi#ion as a reinforcing tactic
that turns backing down into an issue of honor. In other wordsedding on perspective, we
could think of audience costs enhancing the credibility ofilitamny threat or as the military
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threat creating the audience costs. It must remain a venue for fwtieto disentangle
these nuances.

Therefore, on one hand | see the main purposes of this theoretick!to be explicative
and generative (Clarke and Primo, 2007). The model explores tisalaaechanism linking
crisis escalation to the outbreak of war and produces previousiyobvious implications
that must be investigated in further studies. On the other hHatiee tendencies it identifies
are strong enough to warrant all that attention, we should see swidence of that in the
data patterns. Hence, | cannot in good faith ignore the predigtirpose even if | remain
skeptical about the extent to which we should trust eithepsttg or disconfirming evi-
dence. Unfortunately, data on military moves during crises arepganally hard to come
by. In lieu of a multi-year data collection effort with very uncéntgrospects of success, |
offer a look at the Chinese intervention in the Korean War. | heeinsights of the milita-
rized deterrence model along with documentary evidence toestgl the explanation that
seems to be prevalent in the political science literature.

It is not my purpose to investigate the origins of the Korean Wathgr, it is to offer
an argument that explains why the US and China ended up fggbtinh other even though
neither one initially wanted to. In doing so, | challenge sommésting interpretations and
show how the model can illuminate some of the complex dynauhicing the crucial weeks
in late September and early OctobéeFhe following discussion should not be treated as a
“test” of the theory; in fact, | chose the historical case sfeally to demonstrate how the
model can be applied to clarify a hotly contested issue. On therdand, the evidence
seems to support the counter-factual claims that the mod&lsshe necessary to sustain
equilibrium behavior, and so in a sense, provides support fadbsal mechanism identified
by it.

6.1 An Outline of the Argument

When the Democratic People’s Republic of Korea (DPRK) invatiedRepublic of Korea
(ROK) in June 1950, neither the United States nor the PeoRlefsublic of China (PRC)
wanted to get involved in a war with each other over the digjposof the peninsula. Despite
some calls urging the unification of Korea after the expulsibthe North Koreans from
the South, President Truman and his advisors proceeded withggnat@n throughout the
summer. Both the Soviet Union and China remained relativelgsgpent, probably because
they fully expected DPRK to win a quick victory, and seemed agilling to risk war with
the United States as the United States was with them. Andbyéate November, China was
at war with America. How did that happen? To make the questioremrecise, why did the
United States attempt unification by force even though themalgjoal was to restore the
status quo ante bellulf the Chinese were serious about intervention, why did théydai
deter the Americans?

One widespread answer is that the Americans did not foresed&éh@hinese would inter-
vene to prevent the collapse of North Korea. The reasons for thisd&ould be rational—
the Chinese did not signal their intent clearly—or non-ratiersthe Americans persisted

1 For an excellent summary of Korean War studies, see Brune (1996 (896) offers a fascinating glimpse
at the chequered history of the scholarship on the Chinese émtiéon itself.
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in their delusion despite clear warnings to the contrary. Maptamations have tended to
be of the non-rational variety, at least until the 1990s. As val Slee, there are numerous
problems with that approach.

At the risk of oversimplifying my argument, let me attempt a suanynThe Chinese sig-
nals were ambiguous, and that was entirely unintentional. Mao Zedong did not want to
make a clear commitment because he was not sure he wantedttinédhS over Korea and
because of the uncertain support of the Soviet Union. There wang nery good reasons
for staying out of Korea. His moves were tentative and always\at! for the possibility of
disavowing them. From the chosen method of communicatioh thi¢ US to the military
preparations he undertook, all evidence suggests that evateas|October he was vacillat-
ing. When we add these factors to the missed opportunity fomaptinilitary intervention
in late September and the widely known technological infeiyasf the Chinese army (plus
the crippling lack of air support), we have what amounts to a @&ige case for dismissing
the half-hearted Chinese threats as bluffs. The Americans hadlemtaeasons to doubt
China’s commitment for China had none.

On the US side, the worries about Chinese intervention subsithedi the PRC failed
to intervene after the stunning success of General MacArthupseSwer 15 amphibious
assault at Inchon that shattered the North Korean army and all@eedral Walker to break
out of the Pusan perimeter. The military balance on the grouddbleaome so favorable
that the US administration shifted its war aims from liberatiorutdfication, and it was
quite prepared to risk Chinese intervention, something thaidvoave been unthinkable
just a few weeks earlier. There seems to have been a very narrowwifdapportunity
for the Chinese to deter the Americans: an overt entry across tlieR¥eer but north of
the 38th Parallel would have prevented the US from attemptinfication. This window
extended roughly from September 15th (the landing at Inchon) aob®r 9th (when the
Joint Chiefs told MacArthur to proceed even if there was evidefieatry of major Chinese
units). Unfortunately, Mao did not prevail in the Politburo oreirvention until October 5th
and would not order mobilization until the 8th, when it was laie to deter the Americans
with threats. At this point, war was inevitable.

The militarized deterrence model can provide a lot of insightt these dynamics. As we
shall see, the model predicts that had the Chinese annoumtedround Inchon the entry
of a massive force that would have given them roughlyltlée: 1 advantage they would
have in October, then the probability of successful deterreraxddrhave been more than
80% (and if they had done so at thed : 1 advantage they had before Inchon, it would
have been 100%). In contrast, the model predicts that even witipam announcement of
such an entry in early October, the probability of successfidrdece was zero! Add to
this pessimistic assessment the military advantages of simprihe Americans, and there
is little wonder that the Chinese concealed their preparationentry.

To make the model’s logic compelling as an explanation, iitlvé necessary to demon-
strate that the United States would have been deterred by bleats; that had the Chinese
sent an unambiguous signal of their intention to intervermaassively as they ended up do-
ing, then the US forces would have remained south of the 38thigarais doubtless true
that had China threatened with general war over Korea the USiizgs would not have at-
tempted forced unification. However, as we shall see, there arertveial periods in which
the extent of the threat mattered greatly: before the Inchon Igndiclear threat by either
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China or the Soviet Union would have deterred the US. After Inclooty a clear threat
by the Soviet Union would have done so; a Chinese threat or@em intervention would
work only if it came with open Soviet support (which was not fortimiiog), or if it was a
start of a general war that would activate its treaty with the R$8hich would also bring
the Soviets into the fray, something both Stalin and Truman wagueally anxious to avoid),
or if it involved full commitment to an intervention on a massiscale. In other words, by
early October the United States had become undeterrable byaaesnthe Chinese had at
their disposal or were willing to use. Without open Sovietsurp, the sole remaining possi-
bility was to reveal the scale of Chinese Communist forces (C&Rprea. Unfortunately,
given the general opinion of their quality and the lack of aiport, doing so would have
exposed these armies to a devastating attack by the UN forces) taéteby almost wholly
negating their value. The only way to convince the Americansttandon the reunification
goal at this point was to bloody them sufficiently, and giviea military inferiority of CCF,
this meant surprising them, which required concealing the extemobilization, which
meant losing its deterrent valde.

When the “new war” came on November 26, neither side was pregarbdck down:
the Chinese had missed the opportunity to deter the US betlaggevere not sure they
wanted to take the risk by a clear commitment at the time thigdaiv was open. When
the window closed, only a massive threat would have stoppedtrch to the Yalu but the
Chinese could not make this threat without risking losingétgability and at any rate the US
administration was prepared to risk fighting China as long as ¢iveeSUnion stayed out.
Since the US could only be persuaded by a credible revelatioagslility, this virtually
ensured that the war would expand.

While this explanation absolves the US administration of Imafcthe blame traditionally
heaped upon it, it does not go to the other extreme by layindathie with the Chinese.
It really is difficult to see just what policy-makers on both sidesild have done at the
time given the information they had. Before Inchon, the Chineserlwareason to threaten
intervention, and afterwards the brief opportunity to deter theeAcans passed before they
could do it credibly. As Maoz (1990, 119-23) concludes, thdlmimetween China and the
United States over Korea was a tragic war which both sides hsitedito avoid.

6.2 Militarized Deterrence in Korea

The explanation for the expansion of the Korean War offered hengdresgsome counter-
factual analysis. To make the argument that it was possiblthé&Chinese to deter the US
on their own before Inchon but not in October, | have to show thatpdlicy-makers had
considered the circumstances under which MacArthur could breified to attempt unifica-
tion and that these changed radically over the last few weekgpfember. Before offering
historical evidence for this, | will calibrate the military thteaodel (MTM) with values for
the variables and then compare the October situation withyipethetical scenario in which
the Chinese make a clear threat right after the Inchon landingotindases, the US is the
challenger and the PRC is the defender: if the UN Forces haltdae&88th parallel, then
North Korea would survive as the status quo.

2 | explore the incentives to feign weakness in such situatiof#antchev (2010).
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The variables we need to consider are the two opponents’ i@tuaft the disputed issue
(the unification of Korea under South Korean rule), their beliefsualeach other’s valua-
tions, the military balance, the costs of war, and the palittosts of backing down. Table 6.1
shows the values used for the model in terms of the simulatised throughout the rest of
the book.

us PRC
(Challenger) (Defender)
Pre-Inchon Inchonto Yalu Pre-Inchon Inchon to Yalu
Valuation moderate moderate high high
Beliefs moderate low moderate high
War Costs moderate moderate moderate moderate
Audience Costs moderate high low low

Table 6.1 The Korean Conflict: Parameters for the US and the PRC.

We shall assume that the opponents’ respective valuatiotiseosue remained fixed
(that is, their basic preferences did not change). The Unite@Statthough moderately
interested in Korean unification on South Korean terms, did nesider it a vital interest.
The US had to forestall unification of Korea by Pyongyang: thesobidation of Soviet
rule in Europe had shown all too clearly what Communists intdnidedo once they were
in control (Pollack, 1989, 214). The “loss” of China also conitéddl in at least two ways.
First, the US now had to concentrate on helping Japan recovédrasdt tould emerge as
the American partner in the region. But if communists were altbéeehave Korea, they
would be able to threaten Japan which is barely 100 miles fromrP&scond, the Truman
administration was vulnerable to charges of “another Muhiahg the domestic mood in
America was not at all conducive to conciliatory diplomacyhadiny Red state (Kaufman,
1997, 22).

Although it was willing to work with the United Nations to preveunification on North
Korean terms, anything beyond that was outside of the famoefefide perimeter” articu-
lated by Dean Acheson. The one argument for crossing the 38ihgddhat found currency
early on was articulated by the Joint Chiefs of Staff who ingligtet restoring thetatus
guo ante bellunwould not guarantee the security of the South Korean regime. Thiy
that if we were required to stop at the 38th Parallel, nothing d/balve been done to solve
the real problem.... If you stopped at the 38th Parallel, themtnth Koreans, supported
by the Chinese and the Russians, could once again attackthewere ready to. The 38th
Parallel had no defensive merit whatsoever.”

For China, on the other hand, the situation was more imporkarea was right at its
doorstep, and a hostile presence there would certainly jeogatioizconquest of Taiwan
and would tie down a significant number of forces along the YaueRorecisely when the
leadership would either need them for Taiwan (and Tibet) or diauant to demobilize them
for economic development reasons. In other words, a unifiedl&d&irea was something
that worried the Chinese quite a bit. Since the Chinese valugiof crucial importance for

3 Lieutenant General J. Lawton Collins, Truman Library Insticneference comment, May 1975. Cited in
Heller (1997).
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the argument | am making as well as the explanations | wardntest, | will expand on that
later in the chapter.

In terms of beliefs about the opponent’s valuation, the US stante thinking that Chi-
nese intervention, although far from certain, was a distincsipdiy because the PRC could
not but care about what happened to Korea. However, becauskStaeministration knew
it had no designs on China itself and because it assumed I coake this fact clear be-
yond doubt to the Chinese, they judged that the Chinese sitei@s moderate. After the
Chinese failed to intervene when they should have, the adtréition revised its estimate of
PRC'’s valuation downward. The threats, vague and late as they, were correspondingly
interpreted as the Chinese making a play for concessions orafiaawd their seat in the
United Nations. The Chinese, on the other hand, started mkinly that the US would not
be so foolish as to attempt unification—all American policy aghat point was in some
sort of uneasy cooperation with the Soviet Union. However,mMacArthur’s forces shat-
tered the North Korean army and the UNF began its advance nortGhihese revised their
expectation upward: it seemed that the Americans were wilbrigke serious risks to unify
Korea, which doubtless meant that they cared about it more theiopsly thought. Every
disadvantage China would have from a hostile Korea was an ay@amd the Americans.
Not surprisingly, the very act of making a challenge causes éfendler to become more
pessimistic about the type of challenger it is facing.

In this book we have assumed that the war costs are indepenfdiet levels of forces
committed to the fighting (see the discussion in Chapter 7 @@ ). This implies that these
would not have changed in September for either actor. | asslven@ar costs are moderate
for both actors: the United States did not have to mobilize fodleofut war and China had
no way of striking at the American homeland to inflict pain eviehhad wished to, which
it did not. The Chinese were also able to mount a successfudimvaf Tibet right before
intervening in Korea, and although they had postponed thaimm@d invasion of Taiwan,
they were probably confident that the US would not start a genexalwith them because
doing so would have drawn in the Soviet Union. Hence, bothssipected significant but
not overwhelming costs of war.

Audience costs, on the other hand, may be assumed to havgathfm the United States.
If the administration had announced its intention to unify Kdbe&ore Inchon (or shortly
thereafter), then backing down after a clear Chinese threat wawiel incurred some polit-
ical costs. However, since the alternative would have mdartirsgy a new war with China
over something that had not even been the original aim thesesi costs would have
been, at most, moderate (not to mention that expanding thevgmall not have been en-
dorsed by the United Nations). Over the next few weeks, with thmé&se failing to go
in, with the UN moving toward endorsement of unification, anthvthe military situation
dramatically changing against China, the domestic clamasujport of the new goal pre-
dictably grew to a crescendo. The Republicans in Congress weeeially vocal. Backing
down in the face of a Chinese threat, although still possiateild have carried correspond-
ingly higher audience costs. Mao, on the other hand, facedively low audience costs
for backing down over Korea. Not only was he careful not to engageds prestige by
making clear public threats, but he even had to persuade afdbBbtitburo to support the
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intervention? In other words, whatever misgivings his supporters might hadeataut a
unified Korea at China’s doorstep, it would not have been too taednvince them of the
wisdom of not engaging the superpower in war, had Mao wishéd it

With these estimated values of the parameters in hand, we eamhse the model would
predict for a threat made in mid September and one made after thevdiek of October.
We now need to consider the distribution of power for the twotiogrencies under con-
sideratiorf The military balance is not easy to ascertain for several reaginss, as the
fighting raged on, casualties on both sides mounted just adrthed States was reinforcing
the United Nations Forces (UNF), making for serious fluctuationthé totals. Second, it
is very difficult to be certain about the numbers China began tdyréar a possible inter-
vention. On September 1, the United Nations ground forcesydimady the remaining ROK
units, numbered close to 180,000 men. The North Korean army raogéie assault on
Pusan on that date had about 98,000 men (Appleman, 1961,9532Far East Command
had been worried about possible Chinese intervention almost tihenoutset of the war
(its daily intelligence summary of June 28 explicitly raised possibility). The PRC had
been moving units to Manchuria for the past several months, prldebend of September
the Americans estimated that perhaps up to 250,000 men of the€ehCommunist Forces
(CCF) were in position to enter the war (Appleman, 1961, 758).adteal number seems
to have been around 300,000 CCF troops. Using the US estirhetgjtes us a rough idea
of the military balance around the time of the Inchon Landind),080 UNF versus a com-
bined total of 348,000 CCF/DPRK should the Chinese intervenether words,1.9 : 1
ratio in favor of the defender with distribution of power (DOP)agproximately 66%. In
real terms, the CCF/DPRK total was closer to 400,000 whictdgithe ratio oR.2 : 1 with
DOP of about 699%.

By the end of September, UNF had swollen to 229,772 men andityOwtober there
were approximately 400,000 CCF troops ready to cross the Yalu éapgoh, 1961, 606,751).
Since the North Korean army was all but destroyed by that time ameegclude its remnants
from the estimates. Using the actual CCF strength (of which D20)@re already across the
river in North Korea), the ratio i$.74 : 1 with DOP of about 64%. MacArthur himself told
Truman on October 15th that he believed there were about 30@Ga®0in Manchuria but
no more of 60,000 could actually cross the river. The Octobdr P& intelligence estimate
put the CCF number at 400,000 at the river and on alert to crosseality, 180,000 had
already made it into North Korea (Appleman, 1961, 760,767). This the US-estimated

4 See Gurtov and Hwang (1980, 47-56) for a discussion of the iattdivisions about intervention.

> The model parameters are as follows. The valuation rangd$ s26] (low interest), and10, 25] (high
interest). Moderate interest is the intersection of the {w0, 20], and the upper bound is used to compute
the costs. War costs are set at 20%, while audience costs are seflat)%4.25% (moderate), or 7.5%
(high). For instance, after Inchon the US (the challen§e},believes that interest of the PRC (the defender,
S1) is low, whereas the PRC believes the US interest is high. @lwiations are performed under the
assumption thab, believes thav; is distributed uniformly orf5, 20], whereasS; believes thav, is
distributed uniformly or{10, 25]. War costs are; = ¢, = 4, and audience costs ar¢ = 0.2, ¢, = 1.5.
Since PRC is the defender, these represent the ratio of Chind€2RRK forces to the total which includes
those of the United Nations and ROK.

This obviously ignores the quality of the troops and the sarteahnological edge UNF enjoyed. However,
even if we degrade Chinese capability somewhat, the basic logis h
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Figure 6.1 The Military Threat Model and the Korean War.

ratio at somewhere between the Idv8 : 1 (DOP of 57%) and the actual74 : 1 (DOP of
64%)3

We are now ready for our counterfactual analysis. Figure 6.1 stieevgredicted proba-
bilities given our assumptiorfsHad the Chinese openly threatened intervention before the
end of September, the threat would have worked even at the Aanegitimate of the DOP
at 66%, and certainly at the real DOP of nearly 70%. The probpliat the US would
challenge the PRC by crossing the 38th parallel would be zemt#aChinese made their
intentions clear, the US would have no reason to believe Het were lying—the prob-

8 In fact, Far East Command underestimated the number of CCF in Norgelup until the UNF faced them
in battle in late November. On the eve of the November 24th lattae maximum number of CCF in North
Korea was put at about 70,051. In reality, there were more 368000 Chinese troops there already
(Appleman, 1961, 763,768). By that point, however, the UNédnad increased to 440,000 troops “of vastly
superior firepower” compared to the CCF (Whiting, 1960, 12RhatTs, deterrence was bound to fail.

9 The equilibrium types are listed in the bottom informationgéar the pre-Inchon scenario and in the top
information pane for the post-Inchon scenario.
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ability that the PRC would appease a challenge is zero. ShedJS would have been
successfully deterred, crisis instability is zero, so the warlvaot have occurred.

Contrast this with the situation that developed by early OetoNeither the estimated
DOP of 57% nor the real DOP of 64% would have deterred the US. $haveén if the PRC
had revealed its strength at this point, the US would haveciiitinued to press toward
the Yalu. This is despite the high probability that the PRC Moesist: the likelihood of
appeasement is low, at around 10-15%. The probability theetgalation would deter the
US is itself negligible, topping off at 15% at the real DOP (amd even reaching 1% at
the estimated DOP). The crisis would be highly unstable, witibability of war around
80%. Observe in particular that under the new circumstance<;inese would have had
to achieve a DOP of at least 70% before the Americans would becltegrable in an
appreciable degree. Given the major UNF buildup, this theydcaot do without open
support from the Soviet Union.

It is crucial to note that the US misperception about the exté@hinese preparation
in early October isot the reason why the Chinese threats failed. While it is true tiat t
Americans had severely underestimated the size of CCF they a@rgf even at the actual
distribution of power the Chinese could not deter them. If tin€se had somehow man-
aged to reveal the real DOP, the US would still have challengtdanvery high probability
(around 90%), and the chances that militarization would haveret the US successfully
would be only about 20%. The logic of the MTM is merciless: githe altered military
situation on the ground, the changing beliefs about the oppipaed the domestic mood
in the US, deterrence was beyond China’s reach by early Octobisrrdtionalizes Mao'’s
decision to enter the war in utmost secrecy—there was not nougdin from trying to deter
the Americans at this highly disadvantageous DOP.

| now turn to the historical evidence. In doing so, | will deallwin alternative explana-
tion of the failure of the Chinese threats and | hope | will beedblmake a persuasive case
that they did not fail because the US government irrationabynised them as bluffs. Of
course, it is impossible to prove that the administration wasrrational. My goal is more
modest: | just want to prove that one need not assume that #itasictions (and those of
the Chinese) are readily understood within the rationalist fraonlewf the military threat
model.

6.3 The Evolution of US War Aims and Chinese Signals
6.3.1 Liberation Without Unification

The initial war aim was precisely what was authorized by the GNR&solutions of June 25
and 27: reverse the North Korean advance and expel the invadiygoack across the 38th
parallel and reoccupy South Korea “quickly and cheaflyThere was a disagreement about
the wisdom of conducting any military operations north of tiiva | Paul Nitze and George
Kennan both argued against crossing even for military purposesuse the risk of Soviet
or Chinese intervention was too high. Dean Rusk and Johno#lliand “nearly every other
government quarter” disagreed. They supported operations abeogarallel if these would
secure the South. Allison even registered “emphatic disseiti’avmemo from the Policy

10 Acheson (1987, 450), Offner (2002, 387), Stueck (2002, 87).
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Planning Staff (PPS) that argued against crossing exceptrictiystactical purposes. This
forced the PPS to moderate its line: in the second draft, it coudide the decision what to
do upon reaching the parallel should be “deferred until militany palitical developments
provide the additional information necessalry.”

The July 31 Pentagon memo argued that while a “return tcstatus quo ante bellum
would not promise security,” stopping at the parallel (whichispdraged as the “geographi-
cal artificiality violating the natural integrity of a singulgthomogenous nation”) would be
least likely to provoke the Soviets. The military suggested thification was possible pro-
vided the US was willing to mobilize sufficient resources to@ffeand the Soviet Union did
not intervene? John Foster Dulles concurred: barring Soviet or Chinese intéorerthere
was no reason to stop at the paralfelThe CIA and Allison both emphasized that while
unification was a nice goal, trying to accomplish it was justiisky.!* The Department of
State added that for any such policy, UN endorsement would tessary?.

On August 24, Truman accepted NSC 73/4, which combined theathédy of unifying
Korea with everybody’s misgivings into an essentially waitkeee policy. The UNF would
be allowed to operate north of the parallel for military purposesigen neither the Soviet
Union nor China had intervened or announced intention tavetee. The NSC agreed that
under no circumstances should the Korean incident lead to avitlaeither USSR or PRC.
This, however, should not prejudice MacArthur’'s efforts to dgsthe DPRK army in the
south!®

On September 11, Truman signed NSC-81/1, formally adoptingpilisy. It is worth
quoting the relevant passages in full:

It would be expected that the UN Commander would receive authorizetioonduct military
operations. .. in pursuance of a roll-back in Korea north of the 38thllprfor the purpose of
destroying the North Korean forces, provided that at the time of suetatipns there has been
no entry into North Korea by major Soviet or Chinese Communist foreesgnnouncement
of intended entry, nor a threat to counter our operations militarily in Nortre&oSince such
operations would involve a risk of major war with the Soviet Union... the UNn@ander
should, prior to putting any such plan into execution, obtain the approvleoPresident.. ..
The United Nations Commander should undertake no ground operatiathsafi the 38th par-
allel in the event of the occupation of North Korea by Soviet or Chinesar@anist forces, but
should reoccupy South Korea up to the 38th paraflel.

11 Memorandum by Allison to Rusk, July 15, 1950. US Department okESFateign Relations of the United
States, 195QWashington, DC, 1976), 7: 393-95. Henceforth, all refeesrto this volume are abbreviated as
FRUS. Memorandum by Allison to Nitze, July 24, 1950, FRUS: 488-@ffner (2002, 387), Stueck (2002,
88), Kaufman (1997, 40).

12 Draft Memorandum Prepared in the Department of Defense, July9®D, FRUS: 502-10.

13 Memorandum by Dulles to Nitze, August 1, 1950, FRUS: 51416

14 Memorandum Prepared in the Central Intelligence Agencyustiy8, 1950, FRUS: 600—03.

Draft Memorandum Prepared in the Department of State for NatiBecurity Council Staff Consideration

Only, August 23, 1950, FRUS: 635-39

16 Memorandum of Conversation, August 25, 1950, FRUS: 646—-48. Mamdam with Rough Notes on NSC
Senior Staff Meeting on Korea, August 25, 1950, FRUS: 649Megnorandum of a Teletype Conference
Prepared by the Department of the Army, August 30, 1950, FRUS:-@% Draft Memorandum Prepared in
the Department of State for National Security Council Stafh€lderation Only, August 30, 1950, FRUS:
660-66.

17 Report by the National Security Council to the Presidentt&aper 9, 1950, FRUS: 712-21. The passages
quoted are on p. 716.
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The authors of the document went out of their way to make it dantly clear that this was
notto be an authorization to attempt unification—the crossinglévba strictly for military
purposes only. Anything beyond that would require explicitrappl from the President and
the United Nations. Furthermore, if there was an open announteoheither Soviet or
Chinese intent to occupy North Korea, MacArthur should notéttheir forces and should
instead immediately refer to the Security Courgiln other words, four days prior to the
Inchon landing, the Americans would have been deterred from cgp#sen38th parallel,
even for military purposesf the Chinese entered North Korea or even if they stated a clear
intention of doing so in force. The policy was also adamant Wigdte military operations
north of the parallel were authorized by the June UNSC Resohitigmification was not.

6.3.2 Unification Becomes a Tempting Possibility

As September wore on and the total collapse of the North Koreay bewame evident,
American policy-makers directed their attention to the Soaatsthe Chinese. The tempta-
tion to pursue unification was getting stronger and the Chinese only making vague ver-
bal threats. The US administration attempted to ascertain thbgitintended to do. Would
the PRC send token volunteers or would it intervene in force? gathdéad attempted to
warn off the Chinese through the Indian Ambassador Panikkarakjument was that the
rapidly changing military situation indicated that the UN imidpe able to “restore peace
quickly in Korea” and because this was an action authorizedth&yuiN, there was no threat
to China!® It appears that Panikkar did not deliver that message when hevateZhou
Enlai on the 20th because the latter stated that the PRC vnoutilithtervene in Korea short
of a global war caused by the open Soviet entry after the UNF eddas® 38tH° Zhou also
espoused that Mao-approved principle of PRC intervention: “washould be conducted as
a protracted war on the basis of self-relian€eThis was three days after the Chinese had
sent military officers to Korea to survey the situation and “prefaréuture battles 22

The quiescence of the Soviet Union was puzzling. On the 22stahy Davies of the PPS
wrote that by remaining uncommitted, the Soviets “abandohe@ptimum opportunity for
guaranteeing that UN forces would be prevented from pressing nottie &8th parallel.”
He speculated that this may be a ploy to lure the US into ovemsikie and then strike
with overwhelming force. His recommendation was for the US to prdaerth with great
caution, launching probes to test Soviet resolve, and expgrttie areas under control if
there was no respond&On the same day, there came the first public warning from the PRC

18 NSC-81/1 which was circulated on the 9th was a slightly revisedion of NSC-81 circulated as the Draft
Report by the National Security Council on United Statesr€esiof Action with Respect to Korea,
September 1, 1950, FRUS: 685-93.

19 Telegram from James Webb (Under-Secretary of State) to the &ylralndia, September 16, 1950, FRUS:
733.

20 Telegrams from Henderson to Acheson, September 20, 1950, FRUSA3.

21 Chen (1992, 16), Zhang (1995, 77).

22 Chen (1992, 16), Zhang (1995, 74). On the 16th, the Chineseasssted Ho Chi Minh in a surprise attack
on the French in Vietham. By October 10th, this offensive settire Sino-Vietnamese border (Zhang, 1995,
69-70).

23 Draft Memorandum by Davies of the Policy Planning Staff, 8egter 22, 1950, FRUS: 753-55.
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that it would “resolutely oppose the criminal acts of Americenperialist aggressiort*
The timing of the official hardening of the Chinese positionyrhave had something to do
with the failed initiative to get the PRC the UN seat whoseouate had become obvious the
day before. Rusk’s take on this was more belligerent than Davieshterpreted NSC-81/1
as an authorization to fight a Chinese intervention; only ant@aviet entry—which would
indicate the start of a general war—would stop the UNF. In higiopi, neither was likely?

On the 23rd, the US accidentally bombed targets in Manchuré. Whs livid but Truman
offered compensation. State received a report from Wilkinson wistimated that PRC’s
aid to North Korea would be token. There was evidence that ati)020 troops might be
sent to Korea but in North Korean uniforrfsOn the next day, Zhou protested US incursions
over Andong to the United Nations and warned that if the Gengsaémbly did not pay
more attention to these aggressive tactics, it would “sharkemdsponsibility for lighting
up the war-flames in the [Far] East” (Zhang, 1995, 77). This wagaditted by Wilkinson’s
report that Chu Teh (Commander-in-Chief of the PLA) had said the W&uld not intervene
because it would need much more preparation. Wilkinson acledgyeld that his source was
of dubious reliability but that it nevertheless confirmed thbstance of Zhou’s statement
on the 21st’

On the 26th, Seoul fell to the UNF and Alan Kirk (US Ambassadoh&oWSSR) reported
that Soviet summaries of Mao and Chu Teh speeches on the 2thtied that “these leaders
now assert foremost task Chinese Communists is to build up stong” In his opinion
this was highly significant because it was tantamount to fishiheir priorities away from
economic development and reconstruction toward the creatiamdfitary strong enough
to defend the frontiers. This, however, was to be a long-term goth preparation to enter
the Korean Wa#?

With all this information at hand, the US government transmittelNSC-81/1 instruc-
tions to MacArthur. In a memo to the commander, the Joint Chiettaff (JCS) also or-
dered him to “continue to make special efforts to determine véretihere is a Chinese
Communist or Soviet threat to the attainment of [his] objexdiV Although he was autho-
rized to fight even major PRC units if they intervened south efplarallel, he was not to
proceed north if the Chinese had entered or threatened to entiér Krea?®

Panikkar now “reinterpreted” his talk with Zhou on the 21st arddn to claim that the
PRC was going to respond more aggressively and would intervelivedtly in North Ko-
rea’® Acheson and Ernest Bevin (the British Foreign Secretary) had tsibethe same

24 Zhang (1995, 77).

25 Memorandum of Conversation, September 23, 1950, FRUS: 760.

26 Offner (2002, 390). Telegram from Wilkinson to Acheson, Seyiter 22, 1950, FRUS: 765. Memorandum
about conversations between Panikkar and Chinese CommunisalSffiseptember 27, 1950, FRUS:
793-94.

27 Telegram from Wilkinson to Acheson, September 25, 1950, FRB8: 7

28 Goncharov et al. (1993, 170). Telegram from Kirk to Achesa@pt8mber 26, 1950, FRUS: 779-80.

29 Telegram from Webb to the US mission at the UN, September 26, F380S: 781.

30 Hubert Graves at the British Embassy in the US warned the US adraiigst not to take Panikkar too
serious because he was “volatile and an unreliable repoBtee’the September 27 memo of the conversation
with Graves, FRUS: 794. Panikkar did have credibility profde Webb also urged that the US not use the
“dubiously reliable intermediary Panikkar” who had “predisjions and free-wheeling proclivities.” See
Webb's telegram to the Embassy in India, October 4, 1950, FRUS:Bven Bajpai remarked that some of
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reaction to Panikkar information: it was a predictable reactmhina’s disappointment
over the UN seat. Despite Indian fears that a UNF crossing of tHew88uld provoke an
intervention, the British estimate was that such an intereeritivould be basically contrary
to Chinese interests and not likely to occtir.The Dutch were sounding the tocsin as well
but Kirk wrote back from the Soviet Union dismissing both warnirfg®m where he stood,
it looked likely that the “Chinese Communists, thru press pgapaa and by personal con-
tacts with foreign diplomatic personnel Peiping, have takeonstline since Inchon landing
bluff UN on 38th parallel issue*?

It was on this day that George Marshall cabled MacArthur theniafias order instructing
him to “feel unhampered tactically and strategically to proaeenth of the 38th paralleFP?
Much has been made of this particular memo: Acheson evenethtihat while it was within
JCS guidelines, it was nevertheless misinterpreted by MacArthwas supposed to be
nothing more beyond the approval of MacArthur’s plans (submittethe 28th as required
under his orders implementing NSC-81/1). Certainly, it was gaste blancheto invade
North Korea.

This interpretation seems essentially correct. Rusk, for instawas not sure whether
MacArthur would have to make a last-minute check with Waslundiefore UN forces
crossed the parallel. This would only be correct if MacArthur wdlefang the NSC-81/1
orders and was going north for military purposésMacArthur, in his usual manner, de-
clared all Korea open for war on the 30th. Warren Austin chimed ircdliing the 38th
parallel an “artificial barrier.” Zhou threatened that the PRC lawt “supinely tolerate
seeing their neighbors being savagely invaded by impesafist

6.3.3 The Closing of the Window of Opportunity

On October 1, as MacArthur was calling on the North Koreans to sdere ROK units
began crossing the 38th parallel. Although MacArthur would amdounce this for two
days, the Chinese learned about it immediatelgim sent desperate appeals for help to the
Soviet Union and the PRC. Stalin urged Mao to move 5 or 6 dinisisouth but would not
commit himself. Mao called a session of the Politburo to delvaézvention?’

It was on the 2nd that Mao supposedly sent Stalin the famoegraeh purporting to
show a firm resolve to intervene in Korea. Many studies rely corajylein this agprima
facie evidence of Chinese intent to enter the war, which in turn tsulbtisites the view that
because they were serious about their intent, the Chinesedmaghenicated it as best as

Panikkar’'s arguments “did not reflect much credit on Panilekgasoning ability.” See Henderson’s telegram
to Acheson, October 5, 1950, FRUS: 876.

31 Telegram from Acheson to Web, September 28, 1950, FRUS: 787Telagram from Henderson to Acheson,
September 28, 1950, FRUS: 809.

32 Telegram from Kirk to Acheson, September 29, FRUS: 822.

33 Telegram from Marshall to MacArthur, September 29, 1950, FR328.

34 Memorandum of Conversations, October 4, 1950, FRUS: 862. Sesalieck (1998, 92), and Kaufman
(1997, 56,103).

35 Telegram from Wilkinson to Acheson, October 2, 1950, FRUS: &2 also Offner (2002, 390-92),
Goncharov et al. (1993, 175), and Whiting (1960, 111).

36 Appleman (1961, 615), Zhang (1995, 77).

37 Offner (2002, 389), Goncharov et al. (1993, 176-80), Sti(#6Rrs, 89).
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they could to the Americans, and the latter wilfully ignoreéfitVe shall have more to say
about this interpretation later on in this chapter. Right nowill suffice to say that this
telegram appears never to have been sent to the Soviets! Theapyl is from the Chinese
archives, and the version in the Russian archives (a report by thet3gnmbassador in
Beijing Roshchin that surfaced recently) is drastically differéAccording to Roshchin,
Mao had verbally instructed him to tell Stalin thred Chinese intervention was forthcoming
because the Politburo was too divid€dThis version makes the subsequent events—from
the failure to threaten openly to the last-ditch effort to securdebsupport—much more
intelligible.

On the 3rd, Zhou told Panikkar that China would intervene if Aiggn troops cross the
38th parallel but not if only ROK units do $8.This was indeed convenient: the Chinese
already knew that ROK units had gone north, so the exceptiold cbearly be seen as a
way out of the commitment (anything else would have requiredénfiate intervention) and
an attempt to bluff the US into staying south. More conspira@yeled interpretations have
Mao conditioning Chinese entry on an event that had not yatroed in order to conceal
his decision to intervene anyway. This is an odd logic becayses own admission, if the
US at this point opted to say south, the Chinese would have teprived of the pretext
under which they were supposedly planning their inevitabligye It appears more likely
that Zhou was telling Panikkar what the true state of affairthanPolitburo allowed him
to. Namely, China could not yet definitely commit to intenient—which meant it had to
acquiesce to th&it accompliof a ROK crossing—nbut that it may still resist the unification
of North Korea by the Americans. The fact that he chose not to aamicate this message
to the United Nations—where the Chinese had gone before whgrpthiested about the
bombings in Manchuria—also undermined the immediacy of thaing, as both Kirk and
Webb argued!

Nevertheless, the US made a frantic effort to obtain some corroboratiZhou’s rep-
resentations to Panikkét. On the 4th, Clubb argued that Zhou’s demarche could not be
“safely regarded as bluff” and urged the administration to agicethe Chinese moves. In-
deed, Webb himself said that the question is not “whether@Zimmie intend to intervene
in Kor[ean] conflict, but only of degree of their interventicii.However, in his talk with the
British, Acheson articulated the infamous “poker game” agialehich many have seized
upon agheevidence that the Americans were not taking the Chinese sbriédussreported
by Allison, while Acheson

38 Alternatively, it was a ruse by the Chinese who had alreadydéecdn war with the United States, as Zhang
(1995, 80) and Chen (1992, 18) argue.

39 The draft telegram can be found in Goncharov et al. (1993285 The Russian copy as Telegram
No. 25199 from Roshchin to Stalin conveying Mao’s October 2 ngessa Stalin, October 3, 1950, can be
found as Document 12 in Mansourov (1995). Shen (1996) also disctisseiscrepancy between the two
versions.

40 Telegram from Holmes to Acheson, October 3, 1950, FRUS: 839.

41 Telegram from Kirk to Acheson, October 3, 1950, FRUS: 850edeim from Webb to the Embassy in India,
October 4, 1950, FRUS: 874. See also Acheson (1987, 452),13#662, 390), and Appleman (1961,
757-58).

42 Circular telegram from Webb to Certain Diplomatic and Cons@fices, October 5, 1950, FRUS: 877.

43 Memorandum by Clubb to Merchant, October 4, 1950, FRUS: 864F&legram from Webb to the Embassy
in India, October 4, 1950, FRUS: 874.
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agreed that there was a risk in going ahead in view of the Chinese Conmmpostion as
conveyed to the Indian Ambassador in Peiping,... the Chinese Contswwrége themselves
taking no risk in as much as their private talks to the Indian Ambassaddd beudisavowed,
that they had not made any statement directly to the United Nations or to thedJ@dimmand
and if they wanted to take part in the “poker game” they would have to pu¢ mio the table
than they had up to the presétit.

It is ironic that many scholars have blasted Acheson for thissassent for it was, in fact,
correct. On the very same day, strong opposition to interventidiaced in the Politburo.
Lin Biao, the commander of the crack 4th Field Army, which wasear the brunt of the
fighting, declined command of the Chinese Forces in Korea, “feafthis task,” according
to PLA's acting General Chief of Staff Nie Rongzhen. It would be until the following
day that Mao was to prevail at the Politburo on intervention. Thanese signals had been
mixed for the very good reason that they themselves had notetbeitiat to do, even in
principle®

While the Chinese were making up their mind, time was slipjingHenderson reported
that Indian newspapers carried stories about ‘neutral authorityeking saying that major
conflict in Korea was now ‘almost inevitable’ and that when UNBsses the parallel, it
would certainly clash with Chinese troops. In his estimate, dvar, this was calculated
to “contribute to war of nerves over Chinese intervention in kdr&he Belgians and the
Swiss joined the British in their assessment that the PRCtihvesre not genuine, or at the
very least did not indicate an intent to start a major war oveekt

On the 7th, UN Resolution 376 authorized the unification of ldaed US forces crossed
the 38th. The Joint Chiefs informed Truman that neither NSC-8dfltime directive of
September 27 actually tell MacArthur what to do should the @@€&rvene without an-
nouncement. The President agreed and approved the new ingiruatnplifying the 9/27
directive. Sent to MacArthur on the 9th, the “amplifying” memicedted the General that
should the PRC forces ent@nywheran Korea without prior announcement he was to “con-
tinue the action as long as, in [his] judgment, action by fora@s under [his] control offers
a reasonable chance of succe¥s.”

Although Acheson would later claim that MacArthur misintetprethe UN Resolution
ascarte blanchefor unification, the 10/9 instructions leave no doubt that he veapro-
ceed with his invasion of North Korea even if he encounteredtanbal Chinese presence
there*® The Joint Chiefs may have abdicated some responsibility farahepaign by letting
MacArthur decide, on his own, whether it offered a “reasonabdanch of success,” but this
was not inconsistent with letting the field commander exergidgment that his superiors in
Washington did not have enough up-to-date information to segoeds. It is doubtful that
the JCS, which had expressed serious misgivings about theriahding, would overrule
the apparently invincible MacArthd?.

44 Memorandum of Conversation, October 4, 1950, FRUS: 868.

45 Zhang (1995, 80-81), Li et al. (2001, 42).

46 Telegram from Henderson to Acheson, October 6, 1950, FRUS:T&é9e@gram from Murphy to Acheson,
October 6, 1950, FRUS: 901. Telegram from Vincent to Ache@mtober 7, 1950, FRUS: 902.

47 Draft directive to MacArthur submitted by the Department of &efe to the President for approval, October
7, 1950, FRUS: 911-12. Telegram from the Joint Chiefs of $teflacArthur, October 9, 1950, FRUS: 915.

48 Acheson (1987, 455).

49 Given MacArthur's well-known proclivities, authorizingrhito proceed as long as there was some chance of
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The bottom line, however, is clear: by early October the Amesdzad decided that they
could risk war with the Chinese—provided they entered on their without open Soviet
support—in pursuit of Korean unification. The war aims had stiifte what would turn
out to be their most extreme within a span of a few weeks. Theedrtates had become
undeterrable by China.

6.3.4 The Chinese Make Up Their Minds

The Chinese, in the meantime, had their own problems. Althddgo issued a mobilization
directive on the day after the UN vote and told Kim Il Sung thatr@hias entering the war,
intervention was not immediaf&.First, the CCF had invaded Tibet to reclaim central au-
thority that had lapsed with the fall of the Qing dynasty. Set@nd more importantly, Mao
was bargaining with Stalin over the terms of PRC'’s entry in Kof@a the 7th, Roshchin
cabled Stalin that Mao had said that China could not pay foiSitndet support (as origi-
nally agreed) and could not intervene without it. Mao was proppt® send Zhou to talk to
Stalin?! In other words, on the day Mao was ordering mobilization, Zhou evathe plane
to Moscow to plead with the Soviets for assistafrce.

Although Chen (1992, 20) claims that Mao decided to send alf @Pces south of the
Yalu on the 9th, Zhou told Stalin on the very next day that Chitald not enter without
Soviet support. Startled by this revelation, Stalin initiayreed to help but on the 11th, he
reneged. Molotov informed Zhou that the Soviet Union no longgpsrted intervention!
Upon receiving this distressing news from Moscow, Mao informed Gaag that there
would be Soviet air cover and withdrew for 72 hours to ponder pt®as?>?

The Chinese leadership knew that it could not compel the U&ateel North Korea without
war but was loath to enter into the fray without Soviet asst#a®n the 12th, the Politburo
postponed the 10/9 order to the CPV to cross the Yalu. Stalinkioh that the Chinese had
reneged on their promise to help him and blandly advised himaouate’*

This is not the place to trace the devious and exceedinglcairimaneuvering among
Mao, Stalin, and Kim with regard to the Korean War. Even then,i@antent may not
be difficult to grasp in aggregate, even as it remains infurigtiedfisive in detail. Stalin
seems to have feared that too large an involvement in Korea mightoil the USSR into a

success was tantamount to authorizing him to wage war on Chéraithe administration could not bring
itself to admit that. Acheson (1987, 447) faults the JCS for btangimid. But they had every reason to:
Inchon was not the first exceedingly risky operation that Maeérhad pulled off despite the strenuous
objections his superiors had expressed about its executienl 944 Los Negros campaign was eerily similar
in that respect. It is only failure that distinguishes an intlgtstupid and obviously doomed operation from
a bold and brilliant one, and thus far MacArthur had performeldily and brilliantly (Manchester, 1978,
340-44).

50 Goncharov et al. (1993, 184-90), Zhang (1995, 82), ChenZ189-20).

51 Telegram No. 25348 from Roshchin to Stalin, October 7, 195@. ffanslated version can be found in
Hershberg (2004, 377-78).

52 7hang (1995, 83).

53 Zhang (1995, 83), Chen (1992, 20), Goncharov et al. (1993,289), and Hao and Zhai (1990, 111). Stalin
was probably worried that the US could bomb China, which wawlivate the Sino-Soviet mutual defense
treaty and drag the Soviet Union into a war with the Unitedeta

54 Chen (1992, 21), Stueck (1998, 89), Zhang (1995, 83), anddrd@hai (1990, 110).
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general war with America (Pollack, 1989, 224). This was somgthexclearly did not want,
so he directed Kim to consult with Mao when the Korean leadéteddvioscow secretly
between March 30 and April 25. Of course, Stalin had also promiéza support for the
invasion of Taiwan, so perhaps he expected that Mao would aat ¥ share the limited
resources (Goncharov et al., 1993, 146). At any rate, Stalin didaot to refuse Kim, so he
pushed the Korean to Mao, hoping perhaps that this would deithe it did not, of course,
because Kim was nobody’s pawn. The Korean War was a civil waged for unification
by Koreans on both sides of the 38th parallel, and not, as itéhgfortrayed, a superpower
confrontation by proxy. While Kim relied on Soviet and Chinessstance, he was no more
controlled by Moscow or Beijing than Rhee was controlled from Nifagton?>>

Once the war erupted, Stalin seems to have tried to ensure #hatrélisions of the
Sino-Soviet treaty would not be activated. Since Article | gbtl the Soviet Union to “im-
mediately render military and other assistance with all meaiits disposal” should China
find itself at war with the US, this meant pursuing policies thauld minimize the chances
of that happening. Hence the otherwise puzzling failure to tkee UN resolutions branding
North Korea as the aggressor: if US forces were under United Nat@mmmeand, they would
be less likely to declare war on ChinlUnlike Mao, Stalin seems to have been prepared to
accept the collapse on North Korea. As he remarked,

Let the United States of America be our neighbors in the Far East. Theyomiléchere, but
we shall not fight them now. We are not ready to fight.

He must have understood that Mao could not let his neighbantdgrate, so he moved
toward a policy that would ensure China’s entry in a manner thailavbe least likely
to provoke a declaration of war by the United States. Since éh@ali want to precipitate a
similar declaration by the Chinese, he could not have beeartoouraging with his promises
for aid.

A curious incident occurred during Zhou Enlai’s visit with Statin October 10. Zhou,
quite disingenuously, claimed that China was unable taréiméewar without Soviet support.
Stalin, who must have been informed about the preparations uageralled his bluff and
explained the reasons why, while the Soviet Union could niariene, China had to. He
washed his hands of the decision, and when Zhou finally alveettall pretense and asked
for air support, Stalin agreed but placed limits on the operatadfrthe Soviet pilots (Gon-
charov et al., 1993, 188-90). It was this supposedly final prorheeMolotov repudiated on

55 Bajanov (1995) claims that Stalin was firmly in control, settivgn the date for the invasion, and that he
pressured the reluctant Chinese into entering the war to saRytirgyang regime. One evidence for this is
Mao’s October 2 telegram as recorded in the Russian archivesdwe have already seen, things were not
that simple. It does not appear that Mao was unduly influencestélyn. China entered the war mostly for
national security reasons. There is no reason to suspect that KSramideological pawn in Moscow’s hands
either, especially given Stalin’s professed aversion to a wHrdrar east, a war that could potentially drag
the USSR into conflict with the United States.

56 The US was indeed somewhat restrained by the need to cleatiastivith the UN. That is why Marshall
asked MacArthur to cross the 38th as a matter of military necessis not to put the issue to a vote. Not
much of a restraint, true, but not quite free either. The Britvgie quite active trying to bring a negotiated
end to the war, especially during the lull in fighting after flist encounter with the Chinese forces. Neither
side was interested (Farrar, 1983).

57 Cited in Goncharov et al. (1993, 191).
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the following day that caused Mao’s seventy-hour retreat intderaplation. When Soviet
military assistance finally came, the Chinese even had to pay fo

All this means that as late as October 12, three days after theridéams had resolved to
risk Chinese intervention to unify Korea, the PRC leadership vilagacillating. No wonder
all previous Chinese threats had a strong element of bluff totkdn that very day, the CIA
estimated that overt PRC intervention was unlikely in 195@ide&hou’s statements, troop
movements in Manchuria, and newspaper propagéhda.

Mao emerged from his isolation on October 13 determined thaP®R€ would inter-
vene even if Soviet support was not forthcoming. However, tlpesof intervention was
to be limited to holding the UNF away from the Yalu—fight shouhe tUNF attempt to
force the perimeter but prepare for a counteroffensive othefiZkou’s new report from
Moscow saying that Stalin had now firmly committed to suppaerivention provided the
PRC entered first stiffened the backs of the Politburo menflle@s the 15th, Mao cabled
Gao and Peng that CPV advance units were to cross the Yalu mdHatethe 17th, and
ordered the cessation of the large-scale Chinese offensive achiith®! This was the day
on which MacArthur reassured Truman (who had flown to visit him ok&Valand) that the
Chinese were unlikely to intervene and if they did try anywalyete would be the greatest
slaughter®? The Chinese began crossing—without Soviet air support—onekeday®?

Although the US persisted in the attempts to ascertain Chiimtertions and despite
mounting evidence that the PRC had intervened on a massiee 8wfierce counter-attack
with which they met MacArthur's November 25th offensive surptiiee General. After his
dramatic declaration that the United States now faced “anedpntiew war,” the administra-
tion reassessed its expectations about the coftflict.the end, despite the unseemly hasty
defection of its allies in the UN but also after ascertaining tha Soviet Union was not
going to intervene, the US resolved to stay in Korea as long asilpesin mid December
Truman declared a state of national emergency and put the mgooo wartime footing>
It was in this way that the United States in China ended up fightiach other in Korea, a
conflict that neither country had wanted but one they haddddeavoid.

58 Memorandum by the Central Intelligence Agency, October 9801 FRUS: 933-34.

59 Chen (1992, 21-22), Christensen (1992, 135), Zhang (1998433—

60 Stueck (1998, 89).

61 Chen (1992, 22), Zhang (1995, 70).

62 Substance of Statements Made at Wake Island Conference oneDtt1950, FRUS: 953. It should be
noted that when pressed by Rusk about the possibility of an opere&hentry, MacArthur gave a guarded
response that since the PRC was unlikely to do it without Sovigta, such an eventuality should be
treated with utmost seriousness. Addendum to Notes on Wake Cooéeoa October 14 by Rusk, undated,
FRUS: 962).

63 Chen (1992, 22-23). The Russians did transfer 231 planes td_thaedon after Zhou left Moscow, and
continued helping the Chinese from then on (Zhang, 1995,18% hasty crossing, which anticipated Mao’s
formal orders that were to come on the 18th, was probably meametmpt the possible bombing of bridges
by the UNF. See Chen (1992, 23) and Zhang (1995, 93).

64 Telegram from MacArthur to the Joint Chiefs of Staff, Novemp@&r 1950, FRUS: 1237.

65 Kaufman (1997, 72).
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6.4 Did the US Irrationally Dismiss Clear Chinese Threats?

Now that we have seen the changing war aims of the Americanthariéntative behavior
of the Chinese, we need to ask whether a different logic couddwatt of that pattern of be-
havior. The most common argument is that the American poliakers made a mistake by
underestimating Mao’s resolve and his determination to intexwe the conflict to prevent
the unification of Korea under the tutelage of the United Stafbat is, the Chinese were
not bluffing but, for various reasons, the US administration detefy misinterpreted their
behavior. The debate is usually over the causes of this hidation®® The best summary
is provided by Lebow (1981, 149-52):
Despite differences of opinion about the causes of [the Americanfafigation [of Chinese
intent], scholars are nearly unanimous in their view that it was not thét ifsa simple intel-
ligence failure. In retrospect, it is apparent that there was ample egdento both Chinese
capabilities and intentions. . ..
MacArthur and his apologists aside, none of the analysts have souglstifg famerica’s
miscalculation of Chinese resolve as a reasonably drawn if incorrsessment.
.. .despite their methodological and interpretative differences thémdass start from the

same fundamental premise: that American leaders were remarkaggsitive to Chinese
warnings. They differ only in their explanations as to why this was so.

According to this view, the Chinese made clear threats and therisans were ade-
guately informed about their military capabilities, and yet S chose to ignore the warn-
ings. Among the reasons given for this remarkable imperviousioeapparently obvious
facts are, in no particular order, (1) MacArthur’s “closed minds manipulation of intel-
ligence and his hubris; (2) the bureaucratic decision-makinggssoitself; (3) the flaws in
Chinese signalling (indirect communication and secrecy of thiitary moves); (4) the do-
mestic political situation; (5) the desire to reestablish Acaariprestige—shaken by the 1949
triumph of the Chinese communists—in the far east; (6) theifaito understand Marxist
ideology; (7) the relative weakness of China and its repeatetstiver Taiwarf’

While acknowledging the flaws in signaling inherent in using Indian communication
channel regarded as unreliable by the Americans or hiding th&rgipreparations, George
and Smoke (1974, 189-91) nevertheless conclude that “It woslld berious error...to
fasten upon these flaws in signaling as decisive or criticabfa for explaining either or both
deterrence failures in this case.... For scholars to attribetéaiture of Chinese warnings
to achieve credibility to Peking’s lack of skill in signalingsuperficial and misleading.”

It is indicative of the weakness of this argument that it requiis to believe that al-
most everyone in the US government was blind to what was appasmiobvious. As
George and Smoke (1974, 208) themselves admit, “the midatitmu of Peking’s inten-
tions was by no means confined to top-level policy-makers. It efteacterized the most
careful and responsible estimates of professional intelligepeeialists.” Rather than giv-
ing the authors pause—is it reasonable to suppose that nobaoidty see the clear Chinese
signals?—the conclusion is that the Americans simply didumaterstand how threatening
to the Chinese their behavior was (George and Smoke, 197%, tha8 or else MacArthur
had misled everyone (Lebow, 198F)This strains credulity too: as Appleman (1961, 757)

66 | ebow (1981), George and Smoke (1974, 184), and Sartori §286%ng others, advance this view.

67 See Lebow (1981, 150-53) for a catalogue.

68 How dare the Americans “ominously” reverse their policy on Tai%alow dare they omit Taiwan from
Acheson’s defense perimeter speech and then send a fleet intcdlilgbtsiv “neutralize” it? How dare they
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has documented, there were quite a few incorrect estimates oé€zhgirength, all similar
to MacArthur’s. This does not even touch upon the fact the theraean allies (and not just
the British) essentially all reported the same thing. Is it alyghological influences and
misperceptions that distorted the views” of both intelligespecialists and policy-makers?
Or perhaps there was no clear evidence? What is more reasondbikedy?? But we need
not ask this hypothetical, we have evidence that can answeefotlowing question quite
decisively.
Were the Chinese signals unambiguous? There is a chorus oassHhudt says so:

The Chinese gave ample evidence of both their intention and capability toenteizebow,
1981, 157).

[An] unusual consistency and lack of “noise” characterized Peg&iefforts to signal its
intentions (George and Smoke, 1974, 188).

China’s many and varied threats were clear in meaning. US leadersstoatbthe warnings
and knew that China was capable of intervening (Sartori, 2005, 20).

But were the Chinese signals really unambiguous? They werdnuated, it would have
been rather strange if they had been given that the Chinese diagknously faced the
possibility of entering the war until September and Mao Vatgld nearly until mid October.
China would not be fully committed to the war until after MacArtls “home by Christmas”
offensive in late November. As Whiting (1960, 118) put it, “WhChina crossed the Yalu
on October 15th, she did not cross the Rubicon until NovemB#r.2In his recent study
of the war, Stueck (1998, 106) similarly concludes that “[Maa®vement toward a final
decision did not even begin until early October, and the pwes anything but linear. It
is not surprising, therefore, that an explicit warning to the Ansreccame over two weeks
after Inchon.”

We can make our own assessment of these competing claim® aiteetwo sets of argu-
ments that support the case for ambiguity in Chinese behdaiist, we now know that Mao
was not keen on entering the war, which explains the cautidiertativeness of his moves
during the critical weeks after the Inchon landing. The Chinegeet for a negotiated solu-
tion and could not risk an open commitment that would badlhkbeeif the United States
itself turned out to be prepared for general war over Korea. In otbedsythe Chineseould
not have wanted to send clear thred@scause they did not want to risk escalation without
being sure they would be prepared to face the consequencesidSestidence available
at the time strongly suggested the Chinese were bluffing. Frensdhcealed troop move-
ments that led to grotesque underestimation of CCF in KoressitgyuPanikkar (known to
be suspected in the West of pro-Communist sympathies) orgrdulio broadcasts in Bei-
jing (which could be dismissed as propaganda ploys), from failiiatervene when the
military situation made success most likely to the widelywndack of air support, all of
these factors added a rather strong support of Acheson’s farpolsr‘game” dismissal of
the Chinese threats as bluffs. In other woritisyas precisely because the Chinese did not
want to send clear signals that they engaged in behavionilzatambiguous.

intervene in the “civil war"? Nowhere in this line of pretewdtrage is the simple fact that it was not the US
that initiated the war in Korea but China’s own friend Nortbria. While one may quibble with actions that
are ominous and threatening because they may be a sign of egstlurtome, it is surely a stretch to weigh
these more heavily than actions that implement said evil things.
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It would be useful to begin by enumerating the reasons for intesenThe Chinese
could not let the US reach the Yalu and destroy a friendly commuegme. This would
mean a serious setback for communism’s international prestigi@vauld compromise the
credibility of communist promises to assist others in the dlobablution. It would mean the
loss of a strategic buffer in North Korea and the emergence of agreant hostile presence
right at the border. This would make it necessary to maintaiafindely a substantial force
to deter further aggression against China. This would be ruinaipensive—it would
strain the economy, jeopardize the major industrial centereérNiortheast, and give the
enemy control of electric power in south Manchuria. Americangeasces that there were
no grand plan for further expansion into East Asia were not crediiblenan had promised
to stay out of Chinese affairs over Taiwan but had reneged odanigary pledge almost
immediately once war in Korea began. The Korean problem wasalaited, and the defense
of the Asian conversion to communism was the only way to defdndadtself. Fighting the
imperialists in Korea was more advantageous than fighting thevietnam or Taiwar$?

Furthermore, the Party feared losing popular support. Revealimdfefailure to inter-
vene would encourage the counter-revolution. Disturbances asrady breaking out in
anticipation of an American invasion across the Yalu. AltHoMgashington had disavowed
MacArthur’s heavily publicized visit to Chiang Kai-shek in hain in July and had forced
the General to issue a written repudiation, the Americans wertorg trusted. They were
apparently siding with Chiang—what else would the Sevengiettde doing in the strait&”
But if the Americans were coming across the Yalu anyway, theackitig them in Korea
would save China itself from aggression. Seizing the initeaind exploiting the advantages
of topography and short logistical lines were also in line withd tactics.' Although in-
ferior in weapons, the PRC was superior to the US in manpower,lrewesgth, and the
support of the people. Even assuming that the Americans warftbthe mainland itself
(the US was believed unlikely to use nuclear weapons), Chidadéight because the US
would not negotiate—on Taiwan, Korea, or even the UN seathewit suffering a serious
setback first?

In short, there were many reasons to intervene in Kétean the other hand, there were
many good reasons to hesitate. Initially, Mao had not assignexh priority to Korea at all,
even after the war had broken out. Instead, he had concentrathkeé anpending invasion
of Taiwan’* The economy, ravaged by years of civil war, was in shamblestrenarmy had
released nearly half its manpower back in April when the ingtages of the conversion to

69 See Chen (1992, 18-40), Zhang (1995, 56), Hao and Zhai (1999:106), Christensen (1992, 137-45),
Goncharov et al. (1993, 184), Whiting (1960, 152), Roe (2@%).

70 Wang (1989, 201), Gaddis (1989, 163), Goncharov et al. (1989), Chen (1989, 189-91).

71 Pollack (1989, 222), Chen (1989, 189-91).

72 Sheng (1995), Hao and Zhai (1990, 108), Chen (1992, 20)s@msen (1992, 145).

73 Some have stretched this argument too far. For instance, Ch@4,(48) emphasizes Mao’s revolutionary
motivations and argues that these were more important thatieralisecurity concerns. The notion that
Mao was spoiling for a fight with the United States seems fahfsido me.

74 Mao sanctioned the “liberation” of Taiwan on March 11and omilAl6 the PLA attacked Hainan Island and
defeated the Nationalists in two weeks. It was units from thosirth Field Army, that were moved northeast.
By early June Mao had decided to postpone the invasion until tinengu of 1951 because of the slowness of
the mobilization effort and the strains placed on the ravaged@my. Some skirmishing was to continue,
however, and as late as June 12, the Chinese leadership aethasizaults on several offshore islands. The
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civilian economy were getting under way. There was war weasiriagernal banditry, and
“unliberated” islands where resistance was still irksome. Mb#te remaining troops were
concentrated in the South, and were unprepared for winter opesa#loruinous war with
America would certainly delay the reconstruction plans andeguosat consternation to the
people. Going to war with the United States in Korea would furthieert the Party from
its cherished goals of liberating Taiwan and assuming confrdileet. Finally, given the
precarious economic and military situation, it would likelyke&hina even more dependent
on Soviet aid, thereby exposing it to Moscow’s influence anddtieg. This war was not
welcome, as the tumultuous Politburo session on October lyaiemonstrate$’

The result? Ambiguous behavior until a decision to fight is eydden a surprise attack
to maximize the chances of military victory. Making clear thsehad serious disadvan-
tages. If the PRC committed to fighting and the US ignored thethhina had to attack
openly, causing a war with the United States. Stalin—who wexy apprehensive about
being trapped into a war with the US by his defense treaty witm&hicould use this as
an excuse to abrogate the treaty. If, on the other hand, the @hpusition remained am-
bivalent, the Soviets could be persuaded to help, at leastritgvUntil late September, the
Chinese probably also hoped to get Taiwan'’s seat in the UNreakihg threats would have
been counterproductive for that diplomatic effort.

It is worth noting that the Chinese had no problem going to the &JMoice their com-
plaints about US incursions into Manchuria. It is, therefore, ngpigsing that their choice
of diplomatic channel to convey the threats was interpretedirightly so, as allowing plau-
sible deniability. Panikkar was entirely too sympathetit¢tte Chinese Communisté.So
much was public knowledge. Using him to convey a supposeahakable resolve would
be borderline idiotic unless one had no other options, whichakearly not the case (Zhang,
1995, 77). The Chinese even rejected a feeler for a direct coh@éinhericans put through
the Indian government.

In addition to their strange choice of Panikkar, the Chinediwated oddly equivocal
threats. For instance, why was it acceptable for ROK troops &sdiee parallel but not for
the Americans? Zhang (1995, 80) claims this was a ruse but hismt assumes that Mao
had decided to intervene for sure at that point, which as we Hesady seen, was not the
case. Since the threat was madierthe ROK had crossed, the straightforward interpretation
is that Mao wanted to keep his options open. A clear threattémvane if the UNF moved
north of the parallel when some of its units already had woule lpat the Chinese into the
unenviable position to execute the threat immediately siheecondition for its execution
had already been met. But if one has not resolved to fight yat,dhe better make a threat
whoseif had not yet occurred. There would be a political benefit if theathweorked and
one could still back out if it failed. The need to disavow anteit to wage large-scale war
would also explain why there was no talk beyond “volunteéts.”

invasion plans were put on indefinite hold only on August 11, wkeo finally realized the Korean War
would not be over soon (Goncharov et al., 1993, 157-58).

75 Harding and Yuan (1989, 189-214), Schaller (2002), Meish@®9, 69), Goncharov et al. (1993, 176-80).

76 He had persuaded Nehru not to make trouble over PRC'’s invasifibetfon October 7 because an aggressive
action against China would further weaken it just when devalaqs in Korea threatened them gravely.

77 Telegram from Henderson to Acheson, October 10, 1950, FRUS: 92

78 Telegram from Kirk to Acheson, November 14, 1950, FRUS: 1154,
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The Chinese had not begun serious preparations for a long warheitbinited States
despite their apparent conviction that any such war wouldrigead attrition’® Peking was
not being secured against the air raids, there were no obvioitsamyiinoves aside from
troop movements in Manchuria. In fact, if the Chinese were semasit threatening the
UNF, they would have either done so earlier or would have gpeniered North Korea to
demonstrate their resolve. For example, if they declared antiti defend North Korea right
after the Inchon landing, their chances of deterring the US wbaleé been nearly certain.
MacArthur himself noted that during the Wake Island conferendl iuman. This was
also the Department of State’s assessriént.

Instead of making a show of force to buttress their supposedlyldecithreats, the Chi-
nese took great care to conceal their preparations, even afjehalkledecided to intervene.
They maintained complete camouflage during the day, withdgtgrorders for officers to
shoot any stragglers that might reveal their presence to US raissamce overflights, and
only moved under the cover of darknéésSchelling (1966, 55) was puzzled by this secrecy
and noted that while it doubtless gave the Chinese “stuntaiciical advantages,” it did so
“at the expense of all deterrence and diplomacy.” Achievietjd¢al surprise could only be a
goal when one is resolved to fight and when one’s opponent diesiapect an intent to do
so0. Making clear threats would obviously undermine the prdspec such a surprise and
would ruin the Chinese strate§¥In other words, secrecy was necessary at first because the
Chinese were not committed to fighting, and it was imperativafgrthreats to be capable
of disavowal. It was also necessary after they had committeédhisutime it was in order
to achieve a military advantages. To claim that the Chinedesbat clear sighals when both
political and military factors strongly argued against suehity, is absurd.

It should, therefore, come as not surprise that it was not just therigans that thought
the Chinese were either bluffing or, if they were not, theirrveation would be on a very
limited scale. So did the British, the Belgians, the Swiss] awen the BurmesE. The
French, the Danes, and the Swedes had not information thatoamutichdict that assessment,
not information that did not originate with Panikkar anywfay.

It was not irrational for the US administration to believe the @simwere bluffing for
they were doing precisely this before mid October and were agtejaged in deception

79 Telegram from Wilkinson to Acheson, October 7, 1950, FRUS: 912

80 Deputy Under Secretary of State (Matthews) to the Special Asgigh the Secretary of Defense for Foreign
Military Affairs and Assistance (Burns, October 19, 1950, FRO&D.

81 Appleman (1961, 753), Whiting (1960, 117—18), Zhang (1995.9%), Hao and Zhai (1990, 112-13).

82 Revealing their preparations would expose the Chinese to tiSrikies they could not counter without Soviet
support which, as we have seen, was not exactly forthcomingafisEvera (1999, 61) lucidly explains,
“China could not persuade Truman that he would pay these costsifiging Korea] without making itself
unable to inflict them.”

83 Telegram from the Ambassador in Belgium (Murphy) to AchesonpBet 6, 1950, FRUS: 901; Telegram
from the minister in Switzerland (Vincent) to Acheson, Octobet950, FRUS: 902; Telegram from
Wilkinson to Acheson, October 7, 1950, FRUS: 912; Telegrammfiioe Ambassador in Burma (Key) to
Acheson, October 14, 1950, FRUS: 944.

84 Telegram from the Ambassador in France (Bruce) to Acheson, @&ctli950, FRUS: 900; Telegram from
the Ambassador in Denmark (Anderson) to Acheson, October 6, 1880SF891; Telegram from the
Ambassador in Sweden (Butterworth) to Acheson, October 7, FIR0S: 906. The Norwegians confirmed
the original report without the reference to allowing ROKdps to cross. Telegram from the Chargé in
Norway (Snow) to Acheson, October 7, 1950, FRUS: 903.
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after that. It is unnecessary to engage in mental gymnastics {(dajensive avoidance”)
to explain why Truman, Acheson, Bradley, Marshall, MacArthuustjto name a few—
thought so little of the prospect of Chinese intervention. Hifficult to argue that the US
was not prepared to risk war with China over Korea. The problem evagdid a larger war
with China in China itself (which would involve the US too faast for Europe-firsters like
Acheson), and to discern just what the Soviet role was in all isf {the dominant fear,
as the documents clearly show, was that the Soviet Union wiotégdvene, precipitating
a general war in the process. Once it became clear that this etagoimg to happen, the
US policymakers dug in their heels and prepared to wage a longfastrition in Korea
against China. As long as the war remained localized, thelglémpe to extract a negotiated
settlement.

6.5 Conclusion

Sartori (2005, 41) argues that “China’s threats to enter the K¢ in the event that US or
UN troops crossed into North Korea were clear,” and that “US leadlederstood them, but
nevertheless incorrectly dismissed them as bluffs.” This inégtion goes directly against
the intuition offered by the MTM. Signals that the opponenbdigeves never cause war in
this model. When war does occur, it is always after the unggyta resolved, when there is
no residual doubt about the credibility of the threat. In the MWy occurs when the two
actors lock themselves in a situation where war is inevitable.

The arguments that the US misperceived genuine Chinesegtagdtluffs must show,
at the very least, two things. First, they must demonstratettieaChinese were, in fact,
resolved. Second, they must further demonstrate that the @héigazals were credible and
would have been believed by a common-sense person that waampehed by psycholog-
ical, bureaucratic, and situational, biases as the US admaitiss allegedly was.

| have gone to great lengths to establish that the Chinesergaig was not committed to
fighting the United States over Korea, and would almost cdytaiot have done so had the
US forces remained south of the 38th pardlfeThat is, the Chinese had not decided they
would fight the US untilafter the American forces crossed the parallel, which implies that
the Chinese would have had some difficulty deterring the US frossang. After all, doing
so would require them to establish a credible commitment to war.

In itself, this should be sufficient to undermine the traditicer@ument because it is dif-
ficult to see just how the PRC could have credibly signalledlvesihat it did not possess
and would not acquire until mid October at the earliest. Howeueave also tried to prove
that the US administration did indeed make vigorous efforts ¢terdain just what the Chi-

85 Almost every historian agrees that the PRC would not have ietent had not the US forces crossed into
North Korea. See, for instance, Stueck (1998), Foot (1999),41a0 and Zhai (1990, 113). Farrar (1983)
even argues that a buffer zone closer to the 39th paralleldimale been acceptable. There are some who
disagree. Chen (1996), for instance, cites broader domestiotandational concerns in arguing that there
was no way to avoid China’s entry. Zhang (1995) also brings &ao®Imilitary optimism and his desire to
punish the arrogant Americans to argue that they trumped sgcoriterns. However, both Christensen
(1992) and Chen (1994) rely on the October 2 telegram thatddpposedly sent to Stalin as their main
evidence of Chinese intent to enteforethe crossing. However, as we now know, this telegram was never
sent and Mao did not himself decide, with great difficulty | migtitlauntil after the crossing.
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nese were up to. Given that the Chinese themselves were unsheetiate, it should come

as no surprise that these efforts did not yield a definitive andvrder the circumstances
and given the military situation on the ground, chancing atéohivar with the PRC for the

sake of Korean unification appeared an acceptable risk. Thee&hintervention resulted
from the military and political momentum created by the succegschon on the US side,

and Soviet support for it on the Chinese side. Consistent wughidgic of the model, by

mid October the two antagonists had committed themselvestpand whatever residual
uncertainty over Chinese intentions there may have been sineathe cause of the war’s
expansion.

My goal is not to be an apologist for Truman, Acheson, MarshallacArthur. However,
it is hard to see just where it was that they made the awful migtetesubsequent analysts
have been quick to blame them for. The situation on the grouddtaninformation they
had at the time reinforced the impression that unification wasipleswithout the risk of a
major war with the Soviets. A risk of a limited war with Chinapsething the administration
was anxious to avoid until two weeks after the Inchon landiras well-worth taking once
the North Korean army collapsed and the Chinese had missed plogtopity to intervene
decisively—or even threaten to—when it was most advantagtndo so. Mao, Zhou, and
the rest of the Politburo could not be faulted for bad policiesepxk insofar as they did not
make up their minds in time to deter the Americans.

The merciless logic of militarized deterrence points to the emghnt possibility that war
between the US and the PRC could have averted as late as eanlye®biad the Chinese
threatened to enter in late September. It further points to thddlyaanderstandable reasons
why the same threat would no longer deter the Americans afterThé in turn explains
why the Chinese chose not to make it. That these possibilijiear substantiated by the
available evidence only makes the situation all the moredrd&@y mid October 1950, war
between the United States and the People’s Republic of Ghenaar that neither one of
them had wanted just two weeks prior—had become inevitable.
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| have yet to see any problem, however complicated, which, wherdadke just the
right way, did not become still more complicated.

Paul Anderson

After the December 13, 2001 terrorist attack on the Indian Parligntliee strained re-
lations between India and Pakistan reached the breaking podi& accused Pakistan of
supporting the terrorists and demanded that Pakistan appreteiehters of their organi-
zations and stop supporting them financially. When Pakistiomtes went on high alert in
response to these bellicose statements, India mobilizedhalea million troops and de-
ployed them in Kashmir and Punjab toward the border with PakisAt the height of the
conflict, “more than 1 million troops [stood] toe-to-toe along 1h800-mile India-Pakistan
border.

The two countries, both officially in possession of nucleaapans since 1998, also
traded nuclear threats during the tense standoff. However saftee limited clashes in May
and June 2002, the crisis deescalated and in October the tagcenists began demobi-
lizations that led to a ceasefire in 2003. The massive Indiarilization coupled with the
bellicose statements of many of its politicians calling fautblood, worried many observes
at the time. There was great concern that should war erupt, it S@ajage into a nuclear
exchange, a scenario for which the Defense Intelligence Agergjgqied over 8 million
dead in the strikes alorfe.

Instead of leading to nuclear war, the crisis petered out ancethgons between the two
countries have improved considerably since. India’s highlyreggive behavior during the
crisis and the subsequent normalization stand in interestingast that becomes even more
puzzling when we recall that both countries have nuclear dbyatn this chapter, | suggest
a possible explanation that accounts both for situatiomrdiilily—that is, crises becoming
less likely—and for very costly mobilizations in crises thatatapt and which involve risk
of war. | show why the burden of peace can be substantial. Tdgs dot mean that these
resources were wasted even in situations that get resolved $heat ith the affirmation
of the status quo. As we shall see, sometimes it is necessggytthe price to keep the
peace as is.

' Laura Bradford. “Path to WarTime,June 2, 2002. http://www.time.com/time/magazine/
article/0,9171,257113,00.html, accessed April 20, 2008.

2 See Sean Howard’s “India and Pakistan Camped on Brink of Warkashmir” in Disarmament Diplomacy,
65, July-August 2002, http://www.acronym.org.uk/dd/dd&B#t®1.htm, accessed April 20, 2008.
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7.1 The Paradoxical Burden of Peace
7.1.1 Stability and the Costs of War

It is probably fair to say that if there is anything approachingsemsus in the scholarly
literature on war, it is that when war becomes more expensivevienyene involved, it
should also become less likely. This argument is at the hébealance of power theory, with
the idea being that when military capabilities are relativelgrdy distributed, any fighting
will be indecisive, protracted, and costly for all participaitis is supposed to induce them
to exercise restraint. This stabilizing influence of the cosfighting can also be seen in the
bargaining model of war where an increase of these costs retheesk that negotiations
will break down in war (Powell, 1999, 111).

Many theorists treat war costs as a function of the military bzdan a fashion similar to
the balance of power theory. For instance, Huth et al. (1993) wiite that “as the balance
of military capabilities shifts toward the challenger, it bews more likely that it will be
able to prevail in an armed conflict. Additionally, under thegseumstances the costs of
armed conflict decline, increasing the net utility of a victonytbe battlefield.” In the MTM,
the military balance does affect the expected payoff from waitlides so independently
of the costs of war. Separating the two variables analyticalllyws us to investigate the
effect of different military technologies, both in terms of théécisiveness (e.g., how they
determine the probability of victory) and their capacity fortdestion (e.g., how they affect
the costs of fighting).

| certainly agree that costs should be a function of the duratfomap and the tactics
used (Leventglu and Slantchev, 2007). However, since military technoldggs influence
costs as a separate component (e.g., aerial bombardment offersumities to inflict costs
unavailable to actors lacking the capability), it will be udeéukeep them distinct for ana-
Iytical clarity. To investigate situational stability undearying assumptions about the costs
of warfare, | assume general uncertainty about interests andtleorise four scenarios we
obtain by matching low and moderate cost players: (a) warfarensiygefor both actors;
(b) warfare expensive for the challenger but cheap for the defe(@enarfare cheap for
the challenger but expensive for the defender; (d) warfare chedpmfbractors. Figure 7.1
shows four quantities of interest for each of these scenaricsupkhot of this exercise is
the finding that whereas each of the constituent componehigvbe in an intuitive way,
their combined effect has some surprising implications forsitunal stability that call into
guestion the common wisdom.

Let us begin by observing that when it comes to comparing sitosiin which warfare is
uniformly either expensive or cheap, then the intuitive retahip holds:

REsSuLT 7.1 Situational stability is much worse when fighting is cheap for both actors thamvttis
expensive for both regardless of the distribution of power.

This is essentially the same as the result in Morrow (1989b, 95Hidare 7.1(a), the
curve representing the unconditional probability of war unterassumption of universally
expensive warfare is everywhere below the corresponding curve timel@ssumption of
universally cheap warfare. The MTM therefore validates the ndhaha military technol-
ogy that affects all actors in the same manner should have acpabldi effect on stability.
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Figure 7.1 Stability and War Costs (general uncertainty).

This is where support for the intuitive relationship ends. Sjpdly, we can observe the
following scenarios:

e warfare can becommore expensivéor one of the actors and, all else equal, situational
stability candecreasge

e warfare can becomkess expensivéor one of the actors and, all else equal, situational
stability canincrease

To understand why these happen, let us parse the various conmpdhat together con-
tribute to situation stability. Consider the first possiijliivhich can happen at DOP up to
around 12%, and to make things concrete, take DOP of around 6&aiidonditional risk
of war is 7% if warfare is cheap for both actors and more than threestiiat, 24%, if
remains cheap fof; but becomes expensive 65.

At first glance, the figures do not provide a clue because all thardics there are in the
intuitive direction. Specifically, the risk of war conditidnan escalation is always higher
when war is cheap for both than when it is only cheapSor Since the defender is run-
ning a lower risk when the balance of costs favors him, he is mbketylto escalate the
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crisis, as seen in Figure 7.1(c). Finally, since this makes dyomsar more likely fromS,’s
perspective, she is less likely to challenge the status quo.

Considered separately, each of these dynamics makes perfeet aed yet their overall
effect is to increase situational instability. The reason & the improvement in stability
resulting from higher escalation stability and lower likelilaoof a challenge is dominated by
the destabilizing effect of the rapidly increasing probabititat the defender will escalate.
In other words, the dramatic drop in the risk of war after escalatia arises from the
balance of costs getting more favorable for the defender can thedats disproportionately
attractive to him, and since the decrease in the probabilitytiieechallenger initiates is too
small to offset that, the net effect is to increase the risk of war.

To see the second possibility, which can happen at DOP ampvitedween 5% and 25%,
take as example the DOP set at 13%. The unconditional risk olsn2% if warfare is ex-
pensive for both actors and almost three times lower, 8%, if iaiemexpensive fof; but
becomes cheap fdf,. Again, the component probabilities are all intuitive butitieterac-
tion produces the surprising result. Observe that the risk of waditional on escalation is
always lower when war is expensive for both actors than whendhly expensive fof,
and that the difference is quite substantial. Making fightingaper forS, decreases esca-
lation instability, as expected. This now leads to a higlrebpbility of §; making threats
when war is expensive for both: from his perspective war is justossly as in the other
scenario but escalation is a lot less risky. Hence, makingifightheaper forS, actually
makes escalation less likely precisely because it destabiif. Finally, this leads t§, chal-
lenging with a lower probability when war is expensive for bdtan when it is cheap to
her. However, because fighting is not prohibitively costhg tlecrease is pretty minimal.
Overall, the stabilizing effect of a less likely escalatiomdioates the destabilizing effect of
a (minimally) higher probability of a challenge and the greasralation instability. The net
effect is to lower the unconditional risk of war.

REsSULT 7.2 Although escalation stability always increases and the probability of challaiways de-
creases when warfare becomes more expensive for the challengtipsit stability maydecreasbecause
the defender is much more likely to escalate. Conversely, although esnathility always decreases and
the probability of challenge always increases when warfare becomapehtor the challenger, situational
stability mayincreasebecause the defender is much less likely to escalate.

This echoes Morrow’s (1989b, 957) conclusion that “the effe¢hefcosts of war on the
probabilities of crises and war are complex.” He also finds thiabagh increased costs of
fighting for the challenger make her less likely to initiatersis and more likely to back
down when resisted, they also make the defender more likelycalas. The key to all
these results is the defender’s propensity to escalate, andtioybar whether the change in
that propensity swamps the change in escalation stability.ifiteraction of these marginal
effects produces the counter-intuitive result when DOP is x&tidisadvantageous to the
defender. Much of these dynamics rests on the expected costeafion for the defender,
to which we now turn.
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Figure 7.2 Defender’s Mobilization and War Costs (general uncenaint

7.1.2 High War Costs and Aggressive Mobilization

The costs of mobilization are crucial in determining the prolitgithat the defender will
escalate, and these costs depend on how easy to coerce hirenp® and so, indirectly
on the costs of war. Figure 7.2 shows the mobilization level$te four scenarios we have
been investigating. One thing immediately leaps to ounétia: whenever the defender is
willing to escalate, the more expensive the war, the highenuobilization tends to be. In
other words S, is more aggressive in his threats precisely when fighting is estpen

It is instructive to compare his behavior when war is very costlybfoth actors to the
situation when it is costly only for him. Observe first that thpested mobilization level is
always strictly greater in the universally costly war scendramtin the one where fighting
is relatively cheap for the challenger for all distributions @iyer less than about 78%
whereS; escalates. In this range, for all DOP greater than about 25%tisital stability
is also highest in the former case. In other words, for DOP betwB&nhahd 78%, peace is
simultaneously more likely and more costly when war is expenir both actors.

Although this may sound counter-intuitive, the logic is sienpn both cases; would
like to avoid war because of its high costs; hence, his optatiacations will tend to be
coercive or compellent rather than war-fighting. When fightsigxpensive fofS, as well,
she is relatively easier to compel, $g is willing to pay to achieve compellence, which
means that his mobilization is significantly higher but émsitan instability is noticeably
lower, as seen in Figure 7.1(d). Whér's costs of fighting are lower, the defender is at



7.1 The Paradoxical Burden of Peace 181

a disadvantage: it now will take a lot more effort to compelbecause war is relatively
more attractive to her while it is just as unattractive to the weée. Since compellence is
now much harder and more expensi$e,contends himself with a coercive strategy which
saves a bit on mobilization costs but does expose him to thefia less stable escalation.
This trade-off is especially noticeable in the upper regionBOP where mobilization in
the second scenario is higher: in both cases escalationistébiull, which means thas
achieves assured compellence but sisicés harder to compel when her war costs are low,
the mobilization level is necessarily higher.

The analogous logic produces the other side of the ¢%iis: allocation will also tend to
be higher when war is cheap for him only than when it is cheap @b bctors. In other
words: as fighting becomes more expensive for the challengeddfender becomes more
aggressive in his mobilization. We can already anticipater¢lason: sinces, is easier to
coerce when her war costs are higher, doing so becomes a montiatsirategy for the
defender, and consequently he is willing to pay more to makedgtulation more likely.
Exceptin the region where the distribution of power is so skewed'’s favor that there is no
deterrent effect (hence worse situational stability), this gélyereduces the unconditional
risk of war as well. Again, peace is both more likely and more agpe. As before, when
DOP becomes so favorable 81 that he can achieve assured compellence, the mobilization
level that he must pay for to do that will be higher when war isaghfor.S.,.

Finally, note that this dynamic shows up without any qualiiiens in the comparison
between the universally cheap war scenario and the one whetmdidgs cheap only for
the challenger: both situational stability and mobilizatievels are higher in the latter case.
This suggests the following conclusion:

REsuLT 7.3 The paradox of costly peacevhen war costs increase for one of the actors, situational
stability will generally improve but the defender will use more aggressiv@linations whenever escalation
involves some risk of war; peace will be simultaneously more likely and exgensive.

The war scare of 2001-2002 over Kashmir provides an interegtirggration of this
result. With India alone moving half a million soldiers toware thorder with Pakistan at a
cost of 1.1 billion pounds, this standoff between India ankigtan saw the largest massing
of troops in the region since the 1965 war between the two statesn the Kargil War that
took place only a year after both countries had detonated awud&yices in 1998 was much
more circumscribed in scope with about 30,000 troops on the Irgighnand 5,000 on the
Pakistani.

Although Pakistan has consistently lost the military confatiohs with India since the
war over Bangladesh in 1971, its acquisition of nuclear baipahas certainly made warfare
potentially more expensive for India. The two countries mainthfferent attitudes toward
the first use of nuclear weapons in a war. During the crisis, Iadiareign Minister Singh
publicly committed his country to a no-first-use policy. When Riexst Musharraf failed to
reciprocate and insisted on Pakistan’s right to resort to nualeapons first, India’s Defense
Minister Fernandes escalated the tensions by saying thataféndia could easily absorb
a nuclear strike, Pakistan would “cease to exist.”

While the possession of nuclear weapons has certainly iredé¢he costs of war for both

3 CNN January 8, 2003. http://www.cnn.com/2003/WORLD/asiapatts©1/08/pakistan. india/index.html.
Accessed April 20, 2008. See also Sean Howard's “Internatidoatern over Danger of Conflict in South
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countries, given India’s military superiority in conventionatapons, it may have affected
them disproportionately in the sense that it reduced Paksstautherability to conventional
attacks. In this situation, our results suggest that on oné Warshould observe fewer crises
but on the other these would tend to involve very aggressiveilinations. The relations
between the two countries have seen a marked improvement bimataindoff, beginning
with the 2003 ceasefire and the fencing of the Line of Control ishgair by the Indian
Army. The model also suggests that despite all the blusterathual risk of war in this
confrontation was not great.

If we assume that higher mobilization also makes war cogtithve opponent (in addition
to its effect on probability of winning), then this also leadsatmutually reinforcing effect
and should further improve situational stability because tegave function of the military
instrument will be even more pronounced, making higher allonateven more attractive. It
is worth noting that whereas the conventional wisdom has giyeagptured the relationship
between stability and the two polar scenarios of war beirtgeeiéxpensive for both actors
or cheap for both actors, the attendant corollary has been misssegdthe unconditional
risk of war is lower when war is very costly for all than when it tseap for all. But this
peace will generally be dearly bought: the crisis mobilizatiwnll be unusually aggressive
precisely because they will tend to focus on avoiding war byesting compellence. Given
the enormous expenditures on defense during the last centwsyydrth emphasizing that
the strategic imperatives of military coercion may make pea@cassarily expensive state
of affairs.

7.2 Do Audience Costs Improve the Prospects for Peace?

Recall from our discussion in Chapter 2 that audience costsragga signaling mechanism
that has gained prominence in explaining crisis dynamics.dnhdhapter, | also raised some
concerns about its theoretical and substantive plausidititgontrast, now | will take it as a
given and will explore the deterrence model under varying assangpabout the magnitude
of these costs. As we shall see, this will generate some sumpiiissights that run counter
to the conventional wisdom that has developed from the origivedretical model.

For the simulations that follow, | assume general uncertaindyraedium costs of war. As
in the previous section, | examine four scenarios with audieosts high for both actors,
low for both actors, and high for one actor but low for his oppon&itice we need to
maintain Assumption 2.1, | set at 10% of¢; to simulate low audience costs and at 90%
of ¢; to simulate high audience costs (that is, in latter case thes @j capitulating during
a crisis are almost as high as the costs of war). In keeping with @onpractice in the
literature, one can think of a high audience cost actor as a cexmyg and a low audience
cost actor as an autocratyigure 7.3 shows the various measures of stability for these four
scenarios.

The first thing to note is that the scenario in which audiencesarg high for both actors
is virtually indistinguishable from the one in which they arehigr the challenger only.

Asia” in Disarmament Diplomacy2, January-February 2002, for a summary and some quotes aboiskthe r
of nuclear exchange. http://www.acronym.org.uk/dd/d688r01.htm, accessed April 20, 2008.

4 The fact that this is common practice should not obscure theulifis with this particular assumption, as |
have noted in Slantchev (2006).
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Figure 7.3 Stability and Audience Costs (general uncertainty, mediancosts).

That is, provided tha$,’s costs of capitulation are high, varying the audience cost§fo
has almost no impact on stability. Why is this so? WiSgis audience costs are high, she
will be very difficult to compel and the MTM continuation gaméhwvolve war with a very
high probability (that is, it will mostly involve the war-fightg equilibrium types). From our
analysis in Chapter 3 we know th&t’s audience costs will only matter when the MTM
equilibrium involves strategic pooling or bluffing becauséyan these two cases can there
exist types who can potentially escalate without being reshlwhich means that resistance
must lead them to capitulation and incurring of these audiensts?

5 In the first case, we found the mobilization level that mageecisely indifferent capitulation and war, which

ensured that his escalation would be credible. It is in findirggrhinimum mobilization level of that type that
audience costs then play a role. In the second dgsegver expects to capitulate but his assured compellence
mobilization must ensur§,’s capitulation despite her knowledge that she might be facioigfer. Here,

she must evaluate the risk of war if she resists, which means she must egtienlételinood thatS; is
unresolved afz. It is in this calculation tha$; 's audience costs come into play. In all other types of
equilibrium playS;’s mobilization is credible to begin with, and his audiencstsare irrelevant for crisis
dynamics. Hence, whefi,'s audience costs are so high that the MTM equilibria are not gnioese two,
varying S;'s audience costs should have no impact on stability.
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RESULT 7.4 Because the defender’s mobilization is credible—which means he nesles fawn once
he mobilizes—stability (situational, crisis, and escalation) is determined byutierzce costs of the chal-
lenger except when escalation involves strategic pooling or assuregeattamce.

This in itself is a surprising result: the claim is that in jusbabevery serious crisis, the
defender’s audience costs play a very minor or no role at all. Diigyato use the military
instrument has relegated the alternative commitment devieségondary position. | should
caution that this line of reasoning should not be pushed toodeause the only reaséh’s
audience costs do not feature in the calculus of stability amimently as those af, is that
the model does not permfh’s coercive mobilization. If it did, ther$,’s attempt to coerce
the defender by varying her mobilization level will involve estimate of his propensity to
capitulate, which necessarily will be based on the magnitidis audience costs.

Turning now to the cases where audience costs clearly matterre~7.3(d) illustrates
some startling points. As our intuition would have it, estialacan be extremely dangerous
if S, has high audience costs: since she is unlikely to back dowrsite coercion is too
costly, militarized threats inevitably lead to a lock-in andrwihis is in keeping with the
original argument that incurring audience costs is a very riskpgsiion. Compare either
of the high-cost scenarios to any one of the remaining two in wii¢s audience costs
are low: since coercion is now worthwhile, escalation need ead o war. Indeed, once
DOP favorsS; sufficiently (e.g., over about 65%), escalation is free of anybistause the
defender achieves assured compellence $ndapitulates whenever he makes a threat. In
contrast, war is certain at all DOP between about 15% and 95%evieeS; threatens a
challenger who faces high audience costs for backing down.

The next step, illustrated in Figure 7.3(c), also follows our o@djiogic: because threats
against a high-audience cost challenger are so dange§ous,much less likely to make
them. The probability of escalation is lower than the corredpan probability whensS,
will find it easier to capitulate because of low audience fo®bserve again that there is
a noticeable difference i§;’s propensity to issue threats in these cases even though the
resulting risk is not too different whether his own audiencesast high or low. This seems
paradoxical: Escalation stability is better when audierastscare low for both actors than
when it is low forS, only, and yetS;’s propensity to threaten iswer in the former case.
In other words S| is less likely to escalate when this escalation is lessylikelead to war.
This seems rather odd, so we need to take a closer look at thézatdn levels shown in
Figure 7.4.

Comparing expected mobilization levels between the twoates, we readily observe
that mobilization when audience costs are low for both actayemerally higher than mobi-
lization when audience costs are low & only. Coercion is more expensive for a defender
with low costs of capitulating. This makes sense: a defendwr does not face high audi-
ence costs is in a relatively weak position because capiunlég tempting. To overcome
this, credible mobilization must be rather high because fghtiust yield a relatively high
payoff. Conversely, a defender with high audience costs neddilizeorelatively little be-
cause the payoff from fighting need not be all that great to begaferable to capitulation.
This now implies that whereas a low audience cost defenderdamenefit from improved
escalation stability, he is still less likely to make threlagsause these are much more ex-
pensive.
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Figure 7.4 Defender’s Mobilization and Audience Costs (general utabety,
medium war costs).

ReEsuLT7.5 When facing a challenger with low audience costs, the defender will be lelysttilescalate
if his audience costs are low than if they are high even though this escalatldewnore stable.

Consider now Figure 7.3(b) and these same two scenarios. Wkieenaa costs are low
for S, only, the defender is both more likely to threaten and escalasanore likely to
lead to war than when audience costs are low for both. Not sunghsithe probability that
S, will initiate the crisis is always lower in the first scenario. &cf, the more DOP favors
the defender, the more dramatic the difference: at DOP of about 8@/fprobability of a
challenge to the status quo is zero in the former case and al@#sirbthe latter.

Compare these now to the cases where audience costs are higgh(f we have seen
above,S;’s audience costs here are largely irrelevant). War is usuallgicarpon escalation,
and this makes; relatively reluctant to make threats. When DOP significantipifa the
challenger, he will simply appease outright. In these cadesptobability that the status
guo will get challenged (and peacefully overturned) is highBst. once DOP improves
sufficiently to makeS; willing to make some threats, the certainty of war quickly has a
deterrent effect 01§,, and the probability of a challenge declines quickly. In féds lowest
for DOP up until about 75%.

To put it another way, for many reasonable distributions of ppwee probability of a
crisis is lowest when the challenger has high audience cbkis.makes sense given how
unstable escalation is going to be. But then at DOP of abd\t, 8Guational stability is even
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better whenS,’s audience costs are low even though the risk of war is zero.i$laiso not
surprising: hereS, expects to be compelled for sure, so there is no benefit in clgatign
This now reveals two different ways of achieving deterrence: thrbat will certainly lead
to war (one thatS, herself will be willing to fight if she initiates the crisis anetg to that
point) or threats that will certainly lead to peace becausg Wik get S, to capitulate for
sure. As we have seen, the literature has long recognized the/fiesttiowever, the second
deterrent tactic is only possible through military coercion, attiout a proper analysis of
military threats, it has gone unrecognized. The upshot is lieeability to militarize a crisis
can be a very effective way to stabilize the situation when ttadlenger has low audience
costs.

RESULT 7.6 General deterrence success can be maximized with threats that makevedthor the chal-
lenger’s capitulation certain upon escalation. The former tactic works ajahallengers with high audi-
ence costs, and the latter works against challengers with low audient® cos

Thus far, most of our findings do not seem to contradict cotweal wisdom about au-
dience costs even if the specifics of the interactions betweervarious components of
stability have produced some novel insights. Putting evergttogether, however, is an-
other story altogether. If we follow the convention and argw tlemocracies have higher
audience costs, then the democratic peace literature mustisetadpredict that situational
stability must be highest with audience costs are high for laatiors® Looking at Fig-
ure 7.3(a) reveals that for any DOP over 40%, this is precisely wigifwgtional stability is
worst exactly when both actors have high audience costs.

There are at least two lines of attack here. First, one could drguielemocratic govern-
ments do not necessarily face higher audience costs thanrethimes® Second, one could
argue that it is not audience costs and the supposed attesulhity to signal resolve that is
the crucial factor operating between two democrati€mce our model is agnostic about
regime types, the only proper thing to do is understand why higlieaice costs can be so
destabilizing and leave the resolution of the new puzzle taréuivork.

As we have seen, when audience costs are low for both actorgaibadlity of the chal-
lenger initiating a crisis is high but because the likelimofithe defender escalating and of
the escalation leading to war are both low, overall situatigtability will tend to be very
low. If a high audience cost defender confronts a low audienceat@dlenger, the proba-

6 And so it does. Fearon (1994a) and Guisinger and Smith (2002% &rym a theoretical perspective, and
Eyerman and Hart, Jr. (1996), Palmer and Partell (1999), angi &adl Griesdorf (2001) provide some
corroborating statistical evidence. Lipson (2003) gives &Heagth treatment.

Given that the defender’s audience costs are irrelevant aliegh-audience cost challenger is involved, the
risk of war is the same as when his costs are low.

| have shown, at least theoretically, that media freedom anihseiness is important in disciplining both the
government and opposition, but mixed regimes are most vulnem@bledience costs (Slantchev, 2006).
Bueno de Mesquita et al. (2003) argue that autocratic leddeedow-probability but extremely high-cost
penalties for foreign policy failures, and Weeks (2008) aggthat they are dependent on the support of a
small subset of the population that is able to hold them accolemtahy of these approaches would
undermine the usual association between audience costs and tggene

Even if high audience costs were detrimental as this model sugest may be, the democratic peace can
still persist because of other features of this regime type thaesndé&mocratic dyads more peaceful. These
could be norms (Weart, 1988), institutional constraints (Bude Mesquita and Lalman, 1992; Maoz and
Russett, 1993), military power (Lake, 1992), or some combinafRusgett, 1993).



7.3 Deterrent Efficacy of Military Threats: Power or Beliefs 187

bility of a crisis is lower but escalation instability is woraad the likelihood of escalation
higher, making the situation less stable overall. If, on theottand, a high audience cost
challenger confronts any defender, things get tricky. At DOPaugltout 35%, situational
stability will be better than under any of the other two sc&r® This is because for such
asymmetric distributions of power, the defender is signifigaless likely to make threats
given that they must lead to war. Since the challenger heissalo less likely to initiate,
overall situational instability is lower. (This is where “peday threats of war” deterrence is
most successful.) Once DOP begins favoring the defender, leowes propensity to make
threats, while still lower than under the other two scenai®gap longer drastically lower.
Since escalation still leads to wal;’s propensity to initiate also begins declining rapidly
but not quickly enough to compensate, resulting in overallasibnal instability. (This is
where threats of war simply lead to war, and “peace by threateatgful compellence”
deterrence is most successful.)

RESULT7.7 When the distribution of power seriously favors the challenger, situatiostlility is worst
when a high audience cost defender faces a low audience cost challeng# other cases, situational
instability is worst when a defender confronts a high audience cost chalieng

This illustrates some of the trouble with the traditional sigrpapproach to the demo-
cratic peace that is based on audience costs. The logic theadlyugoes something like
this: democratic leaders can generate high audience coststdies they can commit cred-
ibly not to back down during a crisis; therefore, a crisis againgraatracy is very likely
to lead to war. Foreseeing this chain of events, two demodestders know that if they get
involved in a crisis, war will be inevitable, and as a resultytde not even challenge each
other. Our analysis shows that although each of the sepaegzis correct (high audience
cost players do face certain war upon escalation, the defesdissd likely to threaten, and
the challenger is most often less likely to initiate), the olleranclusion does not follow:
situational instability can still be worse. The reason is thatincrease in the probability of
war upon escalation could be so great that it can swamp ougttreases in the probability
of crisis and escalation.

REsSuULT 7.8 Actors with high audience costs do face an extremely high risk of war ugpaiation, so
the defender is less likely to threaten and the challenger is less likely to initiatee\daowoverall crisis
stability may still be worst, undermining the conventional link between auelieosts and peace.

What this implies for our strategic foundations of the democagiace must be explored
elsewhere. | now turn to another theoretical puzzle: what mikean effective deterrent
threat?

7.3 Deterrent Efficacy of Military Threats: Power or Beliefs?

How does the distribution of power relate to deterrence failure®ltake deterrence fail-
ure to refer to the probability that the challenger resists a tlaedtthe crisis ends in war,
then Figure 7.1(d) reveals that this probabilitydiscreasingas DOP improves in favor of
the defender. It we take it to refer the probability that status woald be disrupted by
war, then Figure 7.1(a) shows that for low to intermediate vatdid3OP the probability of
deterrence failuréncreasesbut for intermediate to high values of DOP, the probability of
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deterrence failurelecreasesTo nobody’s surprise, the answer to the question depends on
how we specify deterrence failure because doing so determineb wbinstituent probabili-

ties must be taken into account. As has been recognized nowrfag 8me, becausg, can
choose whether to turn a situation into a crisis, she effegtiself-selectsnto crises. This
implies that crises are not random events but are strategicalljupeal by the actors, so the
evaluation of the impact of some variable on deterrence failwst take that into account.
Since this is the first study to incorporate militarized behawi@ must now consider how
these selection effects are mediated through militarized a&swal

The best recent exposition of the selection problem that eavliek had ignored is in
Fearon (2002)° Essentially, the argument concedes that credible threattdvilmumore
likely to deter a challenger from pressing her demands in a cHisiwever, it does not fol-
low from this that such threats would make deterrence more likedytseed. The reason is
thatS,’s initial choice is strategic: she is very unlikely to escali@iber opponent’s posture is
credible unless she is truly serious about her demands. Hehde,aredible threats would
tend to discourage frivolous challenges (bluffs), the overall efiéobservable escalation
appears paradoxical: Whefy choosego press her demands even though she believes her
adversary is very likely to resist, she is much more likely to dowamen the face of deter-
mined opposition. In other words$;’s deterrence is much more likely to fail and because
we have assumed a credible threat, the crisis ends in war. Thallawgpact of S,’s belief
that her opponentis likely to stand firm is thus to enhancasdnal stability but undermine
crisis stability.

This self-selection effect has profound implications for the eioalievaluation of factors
that are conducive to deterrence success and for the methodmegyto evaluate various
theoretical claims. For example, basing inferences on a saimgiéncludes only crises in-
stead of a sample that also includes situations that come bacome crises can seriously
bias one’s results (Achen and Snidal, 1989). The problem is fuabgravated when our
hypotheses make different predictions about the effect of agpbay variables at various
stages of the crisis (Fearon, 1994b). Worse, limiting one’s interdn the given sample
may not help overcome the bias when the selection mechanisonredated with the depen-
dent variable (Signorino, 2002). In our casg’s decision—which determines the outcome
of crisis escalation—is correlated wifia’s initiation—which determines the selection—and
so the selection effect will necessarily lead to biased infargnoless it is properly incorpo-
rated in the statistical model. | will not delve into the emgatidebate here. Rather, | want
to evaluate the self-selection hypothesis in the contextehthitary deterrence model.

Keeping these subtle nuances in mind, we can now addressragviéeoretical question

10 The literature on selection effects in classical rationalmetee theory and crisis bargaining is not vast but is
quite sophisticated. In his review of work on deterrence atithe, Levy (1988) is quite aware of selection
bias in studies that assume the existence of a prior threat by #fleregper and the problematic inferences this
implies for evaluating the impact of capabilities on immediatedence success. Achen and Snidal (1989)
provide another early informal critique of selection biasase study research on the topic. Morrow (1989c),
Bueno de Mesquita (1990), Bueno de Mesquita and Lalman (198#)h $1996), and Smith (1998a) develop
the ideas from a formal theoretical standpoint. Fearon (19®lEeno de Mesquita and Siverson (1995) and
Reed (2000) analyze various propositions with explicitrdite to selection effects. Harvey (1998) carefully
outlines necessary and sufficient conditions for testing datege theories, while Danilovic (2001) and
Signorino (2002) argue about the shortcomings in the extatistital analyses of large-N data sets.
Signorino (1999) and Smith (1999) develop appropriate tiegtas for empirical testing of such models.
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Figure 7.5 Distribution of Power and Selection Effects (low war costs)

about efficacy of deterrent threats. Figure 7.5 shows the twostgpaleterrence failure
along with the probabilities of escalation and war condgioonly on a crisis for each of
the usual four balance of interest scenarios with one importawlifioation. Later in this
section, | will want to investigate the effect from the perspectf aS; with a particular
valuation. Under the original specification of peripheral aitdl\interests there is no type
that is common to both sets. To accommodate this, | extendatinge of types defining a
peripheral interest to overlap somewhat with the range of typésinig a vital interest:
instead of the rangf, 12.5], | use|0, 17]. To emphasize this, the plots refer to a “moderate
dispute” rather than a minor one. The simulations assume @stsf war and baseline
system militarization.

Since Fearon (2002, 245) is admirably clear about the selegfieat, it is best to cite his
theoretical hypothesis verbatim:

The more the challenger initially expects the defender to prefer war te@dargthe issue. . . the
more likely is general deterrence to succeed, other things equal. Benéfrgl deterrence does
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fail, immediate deterrence will then be less likely to succeed, despite theddefeinitial cred-
ibility. By the same token, if the challenger initially expected that the defendatdprobably
prefer concessions to war, then general deterrence will be less likelcteed, but subsequent
efforts at immediate deterrence will be more likely to work.

To evaluate this with our simulation results, fix's interest as peripheral and vasy’s inter-

est from moderate to vital: this allows a comparison of two scesah the first (moderate
dispute), the challenger believes to be facing a relatively\aluation defender, whereas
in the second (high-stakes f81), she believes to be facing a relatively high-valuation de-
fender. Because high valuation defenders have higher exppataxdfs from fighting, this
means that in a high-stakes {8y crisis, the challenger initially expects the defender to be
more likely to prefer war to conceding the issue.

Turning now to Figure 7.5(a), observe thtis much less likely to challenge the status
guo in the high-stakes fd&¥; scenario; that is, general deterrence is much more likely to suc-
ceed. This is exactly in conformance with Fearon’s hypothdsising now to immediate
deterrence shown in Figure 7.5(d), observe that for DOP up to ab8ttégralation is more
likely to lead to war wher$’s stake is high than when it is peripheral. That is, immediate
deterrence is more likely to fail even though general deterreng®ig likely to succeed.
This also supports the hypothesis. However, once DOP ex&84sthis no longer holds: at
these distributions of power, immediate deterrence is mordyltkefail in a minor dispute,
precisely when general deterrence is more likely to fail as wtdkitg) this result parallel to
Fearon’s claim, we conclude that

ReEsuLT 7.9 If the distribution of power sufficiently favors the defender, then the marehhllenger
initially expects the defender to prefer war to conceding the issue, the madseiskgeneral deterrence to
succeed. If general deterrence does fail, immediate deterrence is atéllikely to succeed as well. There
will be no appreciable selection effect.

This is not an artifact of assuming th&}’s interests are peripheral. In fact, the result
is even stronger if we assume they are vital because in thistibaseelection effect disap-
pears entirely. To see this, compare a crisis with high stakeS.fanly to an acute crisis.
As before, general deterrence is more likely to succeed when thieroper believes the
defender is more likely to prefer war to concessions: the praoibabil initiation is never
higher (and once DOP exceeds about 75%, significantly loweheracute crisis scenario.
However, immediate deterrence is equally unlikely to work férDEDP up to about 70%
under either scenario and much more likely to work in an acutéesdos values above that.
In other words, once the distribution of power sufficiently fes/sthe defender, both general
and immediate deterrence is more likely to succeed when théenpgal initially believes
that the defender is more likely to prefer war to concessions.

In the equilibrium of our deterrence model, the more interestecttiaienger believes
S; to be in the issue, the higher must her own interest be in ordendorto be willing
to initiate a crisis. This is entirely in accordance with Feasdagic and is an equilibrium
requirement for incentive compatibility. Hence, the claim atbgeneral deterrence will be
correct, all else equal. This last qualification is crucial fothwut it, even this falls apart for
it is no longer true that general deterrence is more likely to setdeS, believes thafS; is
more likely to prefer war to concessions. To see this, comparee arisis to a moderate
dispute. In the latterS;’s interest is weaker and yet general deterrencmase likely to
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Figure 7.6 Mobilization Levels and Balance of Interests (low war chsts

succeed for distributions of power up to about 80%. In this regi@meral deterrence by a
strong defender is less likely to work against a strong challethgeé general deterrence by a
weak defender against a weak challenger. Since we are holdirggant all variables except
the challenger’s valuation in this comparison (relative to ttevipus two), it follows that
the strength of the selection effect (indeed, its existengegmigs on the balance of interests
as well as the distribution of power, at the very least.

The selection effect logic appears unassailable, so it is itapbto understand why it
sometimes fails. As one might expect at this point, it hasotevidh the characteristics of the
military instrument. Figure 7.6 shows the expected mobilaratevels for the four balance
of interest scenarios we have been examining.

EXAMPLE 7.1 (Selection Effect). To see precisely how beliefs generated by Rjggcations of success
of general deterrence lead to high probability of failure of immediate detee should crisis actually occur,
compare a moderate dispute to a crisis in which stakes are high for theddefenly. We shall look at the
crisis from the perspective af; = 17, which is the highest-valuation type in a moderate dispute and a
medium-valuation type in the high-stakes crisis. Since we want to examamearhere the selection effect
occurs, consider DOP of approximately 35%.

In a moderate dispute, the least-valuatirto initiate a crisis is ~ 1.16 in the pooling MTM continua-
tion equilibrium. Sinc& ~ 10.53 < v; < v°4, it follows thatS; with valuationv; will engage in coercion.
His optimal credible coercive mobilization levelig(vy) ~ 2.66, for which vJ ((v1)) ~ 4.18. Since
conditional on crisis initiatiors; believes thafS;’s valuation is distributed ofi.16, 12.50], this means that
S1 expects her to capitulate with probability[Pr < v3 (7 (v1))] &~ 0.27.

When stakes are high fd§q, the least-valuatior§, to initiate a crisis it ~ 5.07, and the MTM
continuation equilibrium is with war and coercion. Sine¥ ~ 7.24 < v; < 21.39 ~ v"¢, it follows
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that S1 with valuationv; will no longer opt for coercion but will instead mobilize for certain war. His
optimal credible fighting mobilization level i®*(v{) = 1.74, and of course the probability thas will
capitulate after seeing this is zero. Sing&5.07) = ¢, it follows that the lowest coercive mobilization level
is m(v®%) = 5.07. In other words, to gef, to capitulate with positive probability assuming she believes
the mobilization to be credibles; would have to mobilize more than this very high level.

Observe now that since conditional on mobilizati$ynis certain to attack when resisted,
the crucial factor in determining immediate deterrence sudsdale defender’s belief about
what it would take to ges, to capitulate. That is, the key variabletisthe least-valuation
type to initiate the crisis. In a moderate dispute, this is veny ehich means thaf; learns
almost nothing from crisis initiation. Since an overwhelmingangy of types challenge the
status quo (probability is 91%?Y, remains fairly confident that he may be facing a very low
valuation challenger. This makes coercion attractive and dlyiliming at the relatively low
level of 2.66, the defender manages to get a decent 27% likelihood of cdengel success.
To wit, when general deterrence is expected to fail even for veakwhallengers, coercion
in an actual crisis remains an attractive possibility, and #fertler attempts it, increasing
the chances of immediate deterrence success.

In a crisis with a high-valuation defenderis significantly higher. Really low valuation
challengers are now successfully deterred and only relativelggwaes initiate (the prob-
ability is now only 60%). Because of this self-selectionSaf once crisis beging; must
believe that he is facing a relatively high-valuation oppdn&his makes coercion unattrac-
tive: he would have to go all the way ov&07 to get a minuscule probability of compellence
success when in a minor dispute he could get 27% probability ldrely2.66. Since coer-
cion is prohibitively expensive, the defender switches topvaparation and mobilizes only
at the fighting level ofi.74, knowing full well that this would lead to certain war. (War is
not certain in expectation because the higher-valuation defsrwill engage in coercion.)
When general deterrence is expected to be fairly successful ieréageout low-valuation
challengers, coercion against self-selected high-valuaties becomes too expensive and
is not likely to be attempted, decreasing the chances of imateedeterrence success.

This illustrates Fearon’s self-selection logic precisely: thire result hinges on the de-
fender’s beliefs updated from how successful general deterrencedstex to be. The more
successful general deterrence, the stronger the challengerheloseas to initiate, the less
attractive coercion, and the dimmer the prospects for immedeterrence success.

Why, then, does this logic no longer work once the distributbpower becomes suffi-
ciently favorable for the defender? The clue is in the increaginighh mobilization levels of
the defender in the high-stakes scenario. As we have seen, keelfiae by the challenger
leavesS; to cope with a fairly determined opponent, making coercionegadstly. How-
ever, the defender is actively coping with the problem as bekeacan. As DOP improves,
more and more types resort to coercion and they do so at increasilg Because they
can afford to minimize the chance of war. At DOP of around 20%gttpected probability
of war begins to decrease, as seen in Figure 7.5(d), and as DOPvesgtother, the rate
of decrease accelerates because coercion becomes even morabtffofrd make matters
more concrete, let us look at an example.

EXAMPLE 7.2 (Coercion Trumps Selection Effect). Consider the same two Josre before from the
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perspective of a defender with valuatiopn = 17. Since we want to examine a case where the defender’s
ability to afford coercion overcomes the selection effect, consider Di@Baut 51%! !

In a moderate dispute, the least-valuatinto initiate a crisis is now slightly higher at~ 1.84, but
the MTM continuation equilibrium remains the one with pooling. Siice 8.40 < vy < v®4 it follows
that .S with valuationv; will engage in coercion, as he did at DOP of 35%. His optimal crediblecoger
mobilization level is#i(v1) & 2.82, for which v} (7i(v1)) ~ 6.35. Since conditional on crisis initiatiofi;
believes thafS,’s valuation is distributed ofi .84, 12.50], this means tha$; expects her to capitulate with
probability Pfvy < v3 (#11(v1))] & 0.42.

When stakes are high fdf, the least-valuatiot§; to initiate a crisis is much higher atx 8.45, and
the MTM continuation equilibrium is now with war and compellence only. Sin¥& ~ 4.95 < 16.76 ~
vW& < vy, it follows thatS; with valuationv; will mobilize for assured compellence (as opposed to certain
war at DOP of 35%). The unique compellent mobilization levelzis= 10.37, and of courseS, will
certainly capitulate after seeing this.

As one would expect, when the distribution of power favors tefedder considerably
more than in the previous example, the challenger will be moretaht to initiate under
any scenario. In a moderate dispute, the lowest valuation typelt-select is only slightly
higher at DOP of 65%, and as a result, the defender’s behavidrikingly similar: he
mobilizes for coercion and since he can now do this more profitdddyuses a slightly
higher level and his chances of obtainifigs capitulation are also better at 42% instead of
27%. In comparison to a moderate dispute under the less ated»@\P, the probability of
general deterrence failure, although lower, remains high at 86%hésdefender learns little
from initiation) but the prospects for immediate deterrence sscaee actually better.

In a crisis with a high-valuation defender,s significantly higher compared to either
the moderate crisis under the same DOP or the high-stakes anidés the less attractive
DOP. The probability of general deterrence failure is now only 38&anitiation leadsS;
to believe that the challenger’s valuation is very likely todugte high. In other words, the
self-selection works precisely as before. In fact, becaiyses so pessimistic once crisis
actually begins, he will not attempt coercion, it is not wottgiven how hard the opponent
would be to coerce. Instead, he opts either for optimal war arei€an afford it, for assured
compellence. The moderately high valuation type we have ftos happens to be among
the latter types and he manages to obfsils certain capitulation and enjoy no risk of war,
albeit at great cost. That is, precisely because self-seldutisscreened out even moderate-
valuation challengers, the defender faces a stark choice. ¥owhe military instrument
can achieve something signaling cannot, &adakes full advantage of it, making sure that
immediate deterrence will succeed.

REsSULT 7.10 Because of strategic self-selection by the challenger, the less likely isadjeletgrrence to
fail, the more pessimistic the defender will be should a crisis actually occuveier, if the distribution of
power is favorable enough, the defender will mobilize more aggressikagisply because of his pessimism,
improving the prospects of success forimmediate deterrence. Herthgdneral and immediate deterrence
will be enhanced.

Danilovic (2001, 104) cites a discussion with Paul Huth wherativances an argument
according to which ex ante measures of defender’s interests ringiositively correlated
with general deterrence success need not be negatively codrefithemmediate deterrence
success. It turns on which side is “more” motivated than therpthigh motivation being a

11 \We have to be careful not to select a DOP so high, e.g., 60%, #hane up with a zero-probability event: a
crisis like this will never occur in equilibrium because thalbenger will stay with the status quo for sure.
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key unobservable variable. Specifically, if the defender is rmotivated than the chal-
lenger, then immediate deterrence should still work despéesdff-selection. Levy (1988)
argued along similar lines when summarizing the state of thenaleterrence studies in
1988. He concluded that the “finding that superior militaryatafities along are not neces-
sarily sufficient for deterrence can be explained in part by thedretous importance of the
interests and resolve of the initiator of the crisis” (510). Heticens that this does not han-
dle the potential selection bias but at least could explaénempirical results. As we have
seen the balance of interests does affect the strength of thetisal effect but somewhat
surprisingly the impact of the selection effecléastpronounced when the challenger has
vital interests at stake. Furthermore, the MTM suggests thateaeself-selection elways
present and it should shift the defender’s priors toward a more pissisigvaluation of his
own position, this does not necessarily mean that immediagats are less likely to work.

Relative motivation, although prominently figuring in manydies of deterrence, is quite
a problematic concept. Maoz (1983) and Karsten et al. (1984), fampie, criticize pre-
vious studies of deterrence for focusing on capabilities, camenit, and signaling to the
exclusion of motivations. From our perspective, it is diffictd disentangle the concept
of resolve (or motivation) from capabilities because in the MTMsolve” is the actor’s
willingness to fight rather than concede, and this willingnissa function of his expected
benefits from war, which in turn depend on the distribution of bdjtees as well as interests
at stake. It may well be the case that an actor keenly inter@stamne issue (and therefore
highly motivated to win it) may lack the resolve in the sensa the distribution of power
makes using force too unattractive. Conversely, when his myjiladvantage is pronounced,
he may be quite resolved to fight over a minor issue. In the MTMIvesand commitment
are interchangeable labels for the same phenomenon becahgefeas to whether an actor
would rather fight than give up. Signaling, while clearly impmttin communicating this
commitment, is not a separate concept in itself as | have drfueughout this book: the
very process of committing oneself can also reveal one’s reseieh itself can change
during the crisis. Hence, this entire emphasis on motivatiansbe seriously misleading if
it is posed in opposition to the traditional ideas.

Leaving aside the controversial comparison of relative mativeand its subsequent re-
lation to observable indicators of interest, the argumentldpeel here shows that what we
have to focus on is the defender’s reaction to his own updateefelin particular, the de-
fender's immediate threat can be enhanced precisely becausel¢lodon effect makes him
pessimistic about the chances of milder forms of coercion, lvimicurn leads him to adopt
a more aggressive strategy. Since both informal and formal disnissef deterrence usu-
ally come from underlying models that simply do not allow for graiga responses by the
defender, they are likely to miss that particular effect.

Since coercion is a strategic choice, when the revision of fsefit follows upon self-
selection convinces the defender that coercion would not bidhwiying, he may well opt
for a compellent strategy that will increase the prospects forediate deterrence success.
In this case, for lower valuation defenders escalation will ackrtain war but for higher
valuation ones it will lead to certain peace. In expectatitie, probability of immediate
deterrence failure in the high-stakes dispute is lower thanghesponding probability in a
moderate dispute. Fearon is precisely correct about how selftisel@tteracts with beliefs.
The military deterrence model demonstrates how this may sorestiead to behavior by
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the defender that negates the consequences of the seldtdictf@ immediate deterrence.
The crucial factor here is the subverting aspect of the militasgrument for without it the
defender would have been quite helpless to deal with the srarigllenger.

REsuULT7.11 The selection effect must persist in all non-military models. The weakémielimination)
of its consequences for immediate deterrence can only be achieved witfilitaey instrument.

This discussion of selection effects has only scratched thfacgiof the implications
of the military deterrence model for empirical studies. One irstiang question is how the
immediate balance of forces affects immediate deterrencesthahat escalation stability is
as a function of the new distribution of power produced by theruig€s crisis mobilization.
Unfortunately, statistical analysis must await the coltatf data on military deployments.

7.4 Bluffs, Sham Crises, and Deterrence

In Chapter 3 we found that the military instrument permits equilifn bluffing when esca-
lation is expected to lead to assured compellence. One magtavavhether the challenger
would ever initiate a crisis in which the defender is expectebluff. After all, since bluff-
ing only happens whef, capitulates for sure, why would she start a crisis in which she
will surely back down in the endgame? If she never initiatesntall this discussion about
bluffing is devoid of empirical content: we should never exgecsee any of it. | now show
that it is quite possible for a bluffing defender to coerce swgfodlyg a bluffing challenger.
While this appears to be a strange “sham” crisis with zero proibabil war, the costs the
defender incurs are quite real. This behavior can lead to a lahoesrattling without any
serious chance of fighting actually breaking out. This sort ofgtltan be entirely rational
even though in retrospect it may appear empirically to have beaather costly exercise in
pointless bluster. This finding has serious implicationsabmpirical studies of deterrence.

Since bluffing only happens whefy is comparatively easy to compel, assume medium
war costs for the defender and high costs for the challengasr&igy 7 shows the quantities
of interest for the general uncertainty case under baselineraysilitarization. In addition
to the usual probability of; threatening, Figure 7.7(c) also plots the two complementary
probabilities of the threat being genuine or a bluff.

Despite the relatively high probability of general deterrendlria, overall situational
instability is quite low. This means that with such a configioraof interests and costs we
should see relatively few wars despite relatively frequent chgéle: the status quo will
either be preserved or be revised in favor of the challengerinboibth cases the crisis is
likely to be resolved peacefully. The only exception is whendrstribution of power favors
the challenger so much that the defender cannot afford to peaassured compellence and
must accept some chance that his threats will fail despitegb@iedible. Once DOP exceeds
20%, however, this is no longer an issue and the risk of warris ze

Consider now what happens as DOP improves further in defendeds. lascalation
remains fully stable even though the defender is not only mosdylito threaten but also
more likely to bluff. To understand why the probability of bluffimust increase without
affecting escalation stability, recall that when practicisguaed compellencé; need only
mobilize sufficient forces to compélk’s capitulation despite her belief that he might back
down when resisted. As the distribution of power improves, tiyeired mobilization level
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goes down, which in turns makes it more attractive to even loakration types. But since
this also means that a larger proportion of types now escalée®verall probability of a
threat goes up. The effect this has on the challenger is weuliihe faces a higher probability
of escalation when it still leads to her certain capitulatidat surprisingly, she becomes less
likely to initiate. Observe now that all this straightforward ilogranslates into a counter-
intuitive finding:

REsSuULT 7.12 As the distribution of power improves from the defender’s perspectivehtiienger be-
comedess likely to initiatea crisis even though the defender becomese likely to bluffin his threats.

The crucial point here is that challenger may be quite sucdbsstimpelled even if the
defender is bluffing. In other words, immediate deterrence cacegsgiceven in cases when a
careful examination of the historical record reveals that the digfemever seriously intended
to fight in the first place if his threat was resisted. Furthermorgesy, will still initiate
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such a crisis with positive probability, it follows that if thekamination also revealed that
she never really intended to fight, then we still cannot catelhat this was not a deterrence
encounter. Itis, in fact, quite possible for an initial blujf the challenger to be successfully
countered with a bluff by the defender. It is also quite posdil¢his bluff to work and the
defender to appease rather than risk war by calling it.

For example, at parity in the distribution of power, the chadler is over 80% likely to
initiate a crisis even though the defender is not only over 88&y to make a threat, but
there is a chance of close to 15% that this threat will turn ougta bluff. For a 20% chance
of appeasement by§;, the challenger is willing to trade an 80% chance of capiintat
despite knowing that even when the defender fails to appbaseay still be bluffing.

This seemingly innocuous example has profound implicationsdio research on deter-
rence. In their influential critique of empirical studies of ratib deterrence theory (RDT),
Lebow and Stein (1990) charge that many of the cases identifietith and Russett (1988)
are improperly classified as deterrence encounters. As they fintthjrty-seven cases, we
find no evidence that the alleged attacker intended to use éortet the putative defender
practiced deterrencépth are necessary to identify valid cases of deterre(®&7, empha-
sis added). Even more to the point, they specifically excludibg (343) and insist that to
include a case in a dataset designed to evaluate deterremmeg, thieere must be evidence
that the challenger considered an attack, as well as evideata defender attempted to de-
ter.” The simple example above clearly shows that these slanmwrong. Itis quite possible
to have cases whereitherof the actors has any intention to fight and yet the encounter is
still without doubt one of deterrence.

To understand why, observe that uncertainty is a crucial commpai¢he MTM, as it is
for all RDT models, as | noted in Chapter 2. Huth and RussettQ149B8) quite appropriately
chide Lebow and Stein (1990) for not appreciating its role in tremty. In particular, the
insistence that cases be considered deterrence encountesstamychallengers seriously
contemplate war is

conceptually wrong because it excludes a wide range of cases in wdtietiehce is still oper-
ative.. .. Lebow and Stein’s definition fails to allow for the logical possibilitytithe potential
attacker may be probing the resolve of the defender through demaddkraats, and that he
will decide whether to use force only after such probing has helped tifydtés beliefs about
the defender’s resolve.

As the example above shows, Huth and Russett are not only rigtihbir argument can
be further strengthened by the insights from the MTM. One of thet mngsortant things
we found is that the decision to fight depends not only on clamifyhe defender’s resolve
but also on the defender’s escalatory behavior as well. Thdickron itself may involve
alteration in the distribution of power, and this in turn wilMesan effect on the challenger’s
incentives quite independent from the signaling that revéeslefender's commitment to
fight.

To put it bluntly, an actor’s decision to attack can only becsied a priori in the rare
cases where he would do so no matter what the other does. (Titerynileterrence model
admits these as well: any initiation that results in esaatatibward certain war is essentially
an illustration of that possibility.) In most other instandeswever, the challenger’'s resolve
will depend on the defender’s behavior and as such cannot loifisdebefore the crisis
begins because of the uncertainty involved. The challergeoaly estimate the likelihood
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of various stances the defender’s response can take, and ittésppssible that she will
only fight when he fails to mobilize sufficient forces to compet.fi{Note that this does not
require one to assume that she is uncertain about her own niatisgt

The irony is that Lebow and Stein (1990, 342) criticize the useniitary moves as
indicators of intention to attack because “military deployrse. . can be used for a wide
range of purposes...[and] only a few of the deployments idedtifieHuth and Russett in
their cases are associated with the intention to attack.”Heratords, it is not like Lebow
and Stein do not appreciate that mobilization may be more tingple preparation for war.
In this we agree: as the MTM shows, sometimes a military move neag becessary step
toward war, other times it may be an attempt to coerce involgmge risk of war, and yet
other times it may be compellent with the attendant expiectabat it will not lead to war.
The problem is that in their rush to criticize RDT, Lebow and St# not take seriously the
implications of uncertainty for behavior.

By selecting on cases of clear intent to fight, Lebow and &te@search design will
essentially admit only those rare instances where military s\exere preparatory for war.
Recall that this means credibility is neither an issue (alhsu@paration is credible) nor a
consideration (it is recognized as such by the other actor). le tesounters, war is certain
so it should come as no surprise that Lebow and Stein find that ofidsese ended with
deterrence failure. It is hard to see how it could have been othenmigact, in response to a
criticism by Orme (1987), Lebow (1987, 197) argues that in eighobthirteen acute crises,
the challenger forged ahead with her demands even thoughefieadkr's commitments
were “clearly defined and repeatedly publicized” and despiediéfender possessing the
“military capability to defend them...[and giving] every indi@on of their resolve to do
s0.” This is taken as evidence of the failure of RDT. But ourysia suggests precisely the
opposite: by selecting on acute crises, Lebow is focusing staites where the risk of war
is high, and these in turn tend to be the cases where threats angodigarations for war.
The MTM would predict that in these instances we should obsiatecredibility is not an
issue and mobilization will either be followed by war or, lesgn, by the capitulation of the
challenger. His finding that in all but three cases this is vilagtpenedupportsthe theory!

How we can analyze the deterrent efficacy of military threats bkilg at cases where
the challenger is ready to fight regardless of the defender’s bhado not understantf

12 some examples of studies that select cases based on perceiveshighwar are Lebow (1981), Snyder and
Diesing (1977), and George and Smoke (1974). | have alreadyssied the widely recognized selection
problem resulting from looking at situations in which a chadle has been made. However, this recognition
has not been enough when it comes to data collection. Althehgtexplicitly acknowledges these
selection-bias issues, Danilovic (2001, 107-8) includes oabes in which “at least one major power
(challenger) upsets the status quo in general deterrencevigsafiother major power (defender) by getting
into conflict with the third state (pawn).” Furthermore, whaghtibe less obvious is that even studies of
immediate deterrence restricted to crises may suffer from anbieintroduced by the defender’s propensity
to appease. For example, borrowing from Morgan (1977), HuthRurssett’s (1984, 498) third criterion for
identifying relevant cases is “the officials of the defendatesteither explicitly or by movement of military
forces, threaten the use of retaliatory force in an effort &vent an attack.” Despite later refinements by
Huth (1988) and Huth and Russett (1990), this data set is usedd@valuation of the selection-effect
arguments in Fearon (1994b) and the strategic probit estimati®ignorino and Tarar (2006). This dataset
essentially assumes that that the defender has escalated, antl #eesagtcome will also tend to be biased
toward fighting. Such studies will be based on cases that are rkelst 1o invalidate the analysis.
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Achen and Snidal (1989) note that this approach will bias theécal evaluation of rational

deterrence theory because it over-samples on cases where detdaitett My argument
goes further: these studies have led scholars to the conclusdRDT has been falsified
when in fact their findings may be fully in support of the versieneloped here. A failure of
a credible threat does not mean that credibility was irrelevarr¢oon can fail even when
credible) and it does not mean that deterrence theory is wrongofitssthat military moves
could be preparatory for war rather than coercive). Dogs that dibarétin the night can tell
us much about that night because they could have barked. Wdievior is conditional on
expectations, things thabuld happen are relevant in explaining the things thidthappen.

When deterrence operates “of-the-path” of equilibrium play, inmgpeically relegated to a
counterfactual, but this does not mean that it was not at work.
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Implications

The maximum use of force is in no way incompatible with the simultaneous tige of
intellect.
Carl von Clausewitz

The central conclusion from the analysis in this book is perhapsatively troubling.
Military threats can be useful in several ways. First, they carblenactors to establish
commitments necessary to obtain better deals. Second, #megammunicate these com-
mitments credibly so that the opponent can believe them. Tthey can undermine the
opponent’s commitment and make it more likely that he will @ee, which in turn can
reduce the risk of war.

Military threats can serve a useful purpose in crises. They may retleagsk of war relative
to purely diplomatic actions.

One may be tempted to think that military coercion is a cheagprative to war prepara-
tion. As such one may wonder whether an opponent could beadéscsend a battalion of
Marines or perhaps one task group. The analysis in this bookestgythat this is unlikely
to work if the force being sent is significantly smaller than wiia¢ would need for actual
operations. In fact, the model suggests that it may have to e abitlarger.!

The reason for this has nothing to do with credibility—as we hsaen, preparation for
war is just as believable as an optimal military threat. The jerohis that the opponent’s
expected payoff from war is only partially related to one’s owhaflis, whereas one could
affect it by military preparations, if the opponent’s valuatisrioo high, the overall payoff
may remain high as well. In other words, if the opponent really catsout the disputed
issue, then lowering his probability of success sufficienthymequire very expensive moves
by the threatener. Whereas preparation for war is “simply” prejgerdd fight the best
possible battle, mobilization for coercion is more than thattfonust also make the battle
sufficiently bad for the opponent.

One cannot succeed with military coercion on the cheap.

The unhappy implication is that sometimes this implies ¢éhstrong resolved actor would
prefer to fight rather than spend the resources to convince himeppto give up. When
the British pressed their demands against the Chinese Empefiaretihe Opium Wars in

I Mathematically, it is easy to demonstrate that(v,) < 7#i(v). That is, the optimal credible war
preparation is smaller than the optimal credible mobilizatmmcbercion. However, as | stated before, this
particular result depends on the assumption that each playar’payoff is independent of his opponent’s
valuation.
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1840, they arrived with a small fleet to Chou-shan Island. On Julgedlcommander of the
British force invited a Chinese official to board the 74-gun shipbefHine HMSWellesley
formidable battleship whose “overpowering broadside” would cecanything the Chinese
could hope to field against it. The Chinese official was alldvidl access to inspect that
firepower for himself and he was duly impressed. However, wherBtiitish commander
demanded the surrender of the capital city of the island, tHaeSh refused. Even while
acknowledging the “unaccountable force that confronted him,tdmarked, “Still, Imust
fight.”2

The problem was not disbelief in British resolve or in their tealogical edge. The prob-
lem was that the Chinese felt compelled to resist mostly becthey underestimated just
how decisive this technological edge would be. They thoulgéy still had a chance be-
cause the expeditionary force was not all that large (there waksd thiscussion back in
Britain how to minimize the costs). The only way for the Britishdigabuse them of this
idea without the commitment of expensive resources that hagé summoned all the way
from India was to fight. This they promptly did and within hours theyl captured the city,
killed about 2,000 Chinese (losing nineteen men only), arrdduiced the wordbot to the
English languagé.

This result contradicts Lauren (1994, 31-32) claim that milithrgats can be “token in
character, in the hope that the appearance of a fraction of thergailable would create
the perception that more force would follow if necessary... theabee effect of what
little was actually done could be magnified substantiallyibling it to a credible threat of
additional action.” According to the logic of the MTM, gunli@iplomacy is not very likely
to work, at least not as well as land-based threats that areercatiil involve much firmer
commitments (Blechman and Kaplan, 1978, 529-30).

When the opponent is not so weak as to make fighting preferableetcion—as in the
example above and in the 1962 Sino-Indian war—the threat magythaxceed the capabil-
ity requirements in order to impart credibility. This problem istfraularly acute when a state
is very rich or very strong. If a state is wealthy, mobilization & too burdensome, which
makes military threats more attractive even for governments thgtmt care much about
the contested issue. Analogously, if a state is powerful, thezlatively small mobilization
can have a dramatic impact on the expected payoff from war fdf @sel its opponent.
Again, this has the effect of making military threats too ativactlf the temptation to use
them is too great, then bluffing becomes an issue, and then wedsactor will have to
mobilize overkill capability to reveal its commitment.

Wealthier and militarily more powerful nations may have to engage in muaie mggressive
behavior.

This is another unhappy conclusion. First, it means that agye behavior during crises
may have very little to do with aggressive intent; it may simpé/an attempt to persuade
the opponent of one’s resolve to stand firm. Second, the probldrafiect great powers
asymmetrically, with the end result of making them appear tbudkes. While this may

2 Beeching (1975, 115-16).

3 The Hindi wordlut had been only rarely used before the sack of that citynélia Gazettaeported, “a more
complete pillage could not be conceived. .. the plunder ceaslgdvhen there was nothing to take or
destroy” (Beeching, 1975, 116).
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be true, we should keep in mind the explanation MTM offers for doehavior. Third, it
would be incorrect to chide such an actor for wasting resourcesmpellence. Even when
the threat works, it may have been necessary to make it seent afl proportion given the
strength of the opponent to make it effective.

Regardless of how aggressive these threats appear, they wijenerally be associated
with the gravest risks of war. After a certain point in military paegtions, signaling becomes
useless because even persuading the opponent that onedg@dight will not be enough
to compel the opponent to concede. The greatest danger of wduein a nation has enough
wealth to use risky military threats but not quite enough to adoptrategy that ensures
compellencé.

We saw that military threats can be less destabilizing thaaratignaling mechanisms.
However, we also saw that all nations arming themselves igood: when overall mili-
tarization increases, situational stability decreases. Taerethen, two contrary impulses
for actors that want peace: on one hand they need to keep tHeofeaming down to a
tolerable level but on the other they do not want to expose $kebras to military coercion.
The resolution of this conundrum requires one to find a “sweet’ spditalancing the two
sides, and it is unlikely that such a thing can be found. In génasdong as it is possible
for actors to impose their will by force, military threats will remamong the instruments
of statecraft. As long as the use of force is costly and the comenitiio employ it doubtful,
military threats will necessarily involve an irreducible risk ablence. War is with us to
stay.

4 Brito and Intriligator (1985) find an analogous result.
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Formalities for Chapter 2

Proposition 2.2 summarizes the results of the two general desesase of exposition, | will
deal with them separately here. Observe th& i§ threat is known to be genuine (because
only resolved types escalaté), would resist only if she is resolved as well. The probability
that she capitulates then#s (v5). SinceS; would then escalate when the condition in (2.3)
is satisfied, we can simplify it:

* (1 — Fz(U;))al
b F>(v3)

When (GT) is satisfied with strict inequality, some resolvedt/pfS; will be unwilling to
escalate even if doing so convinc8gthat the threat is genuine.

(GT)

PrRoOPOSITIONA.1 (Genuine Threat). If, and only if, (GT) is satisfied, the following as-
sessment constitutes the unique equilibriSmthreatens ifv; > v,, and fights ifv; > vf,
where
1 — F(v:
by = ( z(vz))cl* <7,
p+(1—p)F((v;)

andv isin (2.1). S, resists ifv, > v, with beliefs updated by Bayes rule.

(A.1)

Proof of Proposition A.1 (Sketch)By subgame perfectiors,; attacks when resisted if, and
only if, v; > v}. In the postulated equilibrium only resolved types escalaid, s S,
believes that resistance means certain war. This now implashly resolved types would
resist; that isy, > v3. From S;’s perspective, the probability that, will capitulate is
then F,(v}). Let 9, solve F>(v3)0; + (1 — F2(v3))w;(0;) = 0. To see that this equation
has a unique solution, observe that by (GF)(vy)vy + (1 — F>(v5))(—a;) < 0. Since
w;(v}) = —ay, it follows thatd; > v = w;(91) > —ay, which in turn implies that there

existsv; > vy that solves the equation, with the solution specified in (Alh)s now means
that allv; > 0; will prefer to escalate rather than appease. O

If (GT) is satisfied but; > vy, then no type would strictly prefer threatening to appease-
ment. This implies that; will never escalate the crisis, which pufs’s decision off the
equilibrium path, and so Bayes rule cannot help: one canndatitom on an event that is
not supposed to occur. However, it turns out thigs beliefs in this case are immaterial. The
most advantageous (froffy’s perspective) conclusion she could draw following escafatio
is thatS;’s type is among the resolved ones, in which case ogly vy would resist. This
means that the probability that would resist isat leastF> (v;) even with these generous
beliefs. But this is exactly the probability we used in (A.1), amdce it has no solution
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that is less thaw, all types ofS; are deterred. In other words, regardlessSgé beliefs,
appeasement is assured, and the status quo is peacefullydreitseertainty.

PROPOSITIONA.2 (Assured Appeasement)If (GT) holds andb; > vy, then the following
strategies and beliefs form the essentially unique equilib. S; never escalates and fights
if vi > v}, where?, is defined inA.1). S, resists ifv, > v, and believes that if escalation

occurs,v; > vy.

This equilibrium is essentially unique because of the ldétwe have in specifying,’s
beliefs: if we assign more optimistic beliefs, then even lowaduation types would act.
However, this has no bearing d$y's equilibrium behavior, and all such equilibria are
outcome-equivalent. Assured appeasement is possible lgeSassmption 2.1 rules out the
possibility thatS; would ever escalate if he is certain of resistance. If we relax #lliow
that his valuation may be high enough for this to happen, thisreguilibrium will not exist.

Finally, suppose that (GT) is not satisfied, o< v} < v;. The following result states
the solution in this case.

ProprPosITIONA.3 (Bluffing). If, and only if,(GT) is not satisfied, the following assess-

ment constitutes the unique equilibriufy. threatens ifv; > 9, and fights when resisted if

v > vy, where

P (1= F>(02))a

1= 5 A~~~
F>(03)

andvy isin (2.1). S, resists ifv, > v,, where

6 — (1= F1(v]))c2 — (1 = Fi(01))ax
T I=FG) - p(- R
with beliefs updated by Bayes rule.

(A.2)

Proof of Proposition A.3 (Sketch)As before,S; attacks if, and only ifp; > v}. Since all

v; > v; escalate bub; < v; < vy are bluffers,S,’s posterior belief by Bayes rule is
G (vY) = ff,v,l JSi(x)dx/ f,;vll Silx)dx = (Fi(vy) — F1(01))/(1 — F1(91)). Using this in
(2.2) and simplifying yield$, specified in the proposition. This now implies that fréiyis
perspective, the probability thab will capitulate is F>(0,) > 0. By definition, v, is the
type that is indifferent between escalation and appeasemettso it solves, (0,)0; +
(1 — F»(02))(—a;) = 0. To see that this equation has a unique solution, observeahbat
left-hand side is increasing in andd, is a function oft; with v, = vy = 7, = v;. Since
(GT) is not satisfied, it follows thak, (vy)vy + (1 — F2(v5))(—a1) > 0, which implies that
for some?; < v} the equation will have the solution specified in (A.2). &l > 0, strictly
prefer to escalate rather than appease. O

PROPOSITIONA.4 (Sunk Costs / Fearon (1997)) Assume thatGT) is not satisfied. Choose
anyv; € (0,vy), wherevy is defined in2.1). Let
by = (1= F(v7))e2 — (1 — Fl(f)l))az’
(1 = F1(01)) — p(1 = F1(v}))
and letm* = F,(0,)0; + (1 — F»(0,))(—a1). The following assessment constitutes an
equilibrium of the sunk-costs game. StrategySer if v; < 9, appease witm = 0 and
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capitulate if resisted; iv; > v;, threaten withm™* and fight when resisted if, and only if,
v; > vy. Strategy forS,: act if m # m™* or v, > ¥,; capitulate ifm = m* andv, < ¥,.
Beliefs forS,: if m = m™, update to believe that, is distributed byF; on [0, 7], and if

m # m*, update to believe that, is distributed byF; on [0, v].

Proof See Fearon’s paper. The derivatiomdf in that proof has a mistake: sinégis not
resolved when he escalatesSH resists, he will capitulate. This means that his expected
payoff from escalation i, (0,)9; + (1 — F»(03))(—a;) — m™* rather thanF, (0,)0; + (1 —
F>(0,))(p01 — 1) —m™ as given in the original proof. This latter specification asssithat

01 will fight when resisted, which is only true in the intuitive élfrium, but not in any of

the others, all of which admit bluffing. O

Proposition 2.3 in the text summarizes the following corollary:

COROLLARY A.1 (Intuitive Equilibrium). If v, is sufficiently large, then only; = v}
is intuitive. In the unique intuitive equilibriumi, = vy andm* = F(v)vf + (1 —
Fy(v3))(—ay).

If (GT) is satisfied, therv} cannot profit by escalating even if doing so would convince
S, that the threat is genuine. This now implies that for same- v}, the condition must be
violated with equality. Recall that if (GT) is satisfied, thBn(vy) vl + (1 — F2(v5))(—a1) <
0, and since fom™* > 0 we require this to be positive, n@* > 0 exists that would make;
willing to escalate. Allv; > 9; would then be willing to escalate without sinking any costs
because even by itself the failure to appease will be sufti¢®persuades, that they are
genuine defendersin other words, sinking costs does not do anythingSpiin this case,
and the result is equivalent to Proposition A.1.

Suppose now that only genuine defenders threaten in equilibfiiaie implies thawv’s
expected payoff from escalating is less than zero, andGhét}) = 0 as well. Hence,
By = v}, and R ()} + (1 = F))m(pv} —c1) + (1 —m)(=ay)] = F(v3)vi + (1 -
F>(v3))(—a1) < 0, which, of course, is condition (GT). Since all types who edealll
fight for sure, the smallest type for which escalation is proféabb, as defined in (A.2).
As in the sunk-cost model, this means thay risk thatS; generates will reveal that he is
resolved, and he will therefore pick the smallest such risk. Agagmgame form is limiting
because it does not allow threats with= 0 but if it did, this is whatv; > ©; would pick?

If (GT) is satisfied, then generating risk, like sinking costg<inot do anything fof;, and
the result is equivalent to Proposition A.1.
Proposition 2.4 in the text summarizes the following formal prapos

—_

Technically, since the game form does not allow escalationowitkinking some costs, there will be no
equilibrium here. This happens because in equilibrfimmust pick the smallestz > 0, which does not
exist because we can get arbitrarily close to zero. There arevélye we can deal with this non-existence
problem. First, we can change the game form slightly to alfawto appease (as before), followed by a
choice ofm > 0; that is, S could escalate without sinking any costs. The results do not ehartgis case
and in equilibriumt is the valuation that solves (GT) with equality. All > 0, escalate without incurring
any sunk costs. The other method is to assume that the least costlytieadalelves a strictly positive cost,
m > € > 0. This now implies that for the smallest-valuation type willimgescalate:

F>(v3)01 + (1 = F>(v3)[pd1 —c1] — € = 0, which means = € and

b1 = [(1 — F2(v3))er +€l/[p + (1 — p) F2(v3)].

2 see fn.! for a discussion of this technical issue.
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PrROPOSITIONA.5 (Randomized Threat). Let 0, be defined in2.4). If, and only if,(GT)
is not satisfied in the risky threat game, the following &giés constitute a unique equi-
librium. S, escalates witm = 1 if v; > vy, and fights ifv; > v}. S, resists ifv, > 0,

and capitulates otherwise. i, observes any: < 1, she updates to believe th8t is unre-
solved, otherwise she updates to believe thas distributed byF; on the intervalv;, v].

Proof For anyv; > v}, the choice ofn is irrelevant if S, resists because they all strictly
prefer war to capitulation so they will maximize the probapibt S,’s capitulation by using

m = 1, sod, = vj, and so only resolved challengers would resist. Because (GTtis n
satisfied, there exist§ < v for which escalation witln = 1 is equivalent to appeasement:

(1 - F3))a
P+ (1 —=pF(vy)

What is the smallest valuation that would caseaesist if she is certain the defender is not
resolved? Usingr, (vi) = 1 in (2.4) yields:

mcoy —dp

(A.3)

131=

(A.4)

Uy = 1— mp .
Because choosing amy < 1 leads toG; (v]) = 1, any unresolved; will escalate withvn
that solves the following program:

max{ F2(82)v1 + (1 = F2(82)[m(pv1 — 1) + (1 = m)(=ay)]}.

with 9, defined in (A.4). It is not difficult to show that this expressiomstsctly increasing

in m, and therefore any unresolves will pick the highest possible escalation.This now
implies thatv, € [0y, v]] will mimic the resolved types and choose the riskiest escadati
and allv; < v, appease. O

It is worth noting thatS; may be bluffing in this equilibrium: akb; € [9,, v]] would not
actually fight if they had to choose between war and capitrias,’s beliefs are especially
interesting. Withn = 1, it is irrelevant what she thinks about her opponent’s resdlhstie
resists, war is certain no matter how mughvalues the good. Although Proposition 2.4
specifies the beliefs after equilibrium escalation for the sdkeompleteness, any set of
beliefs would work.

If (GT) is satisfied, then there is no point in incurring any audéenosts: threats are
already credible. However, since the defender does not payuttierace costs in equilib-
rium, any level of these costs can be supported in equilibrilovs€E this, recall that if this
condition is satisfied, thef, (vy)v] + (1 — F2(v3))(—a;) < 0. Sincevy(m*) < vy and
—a; —m* < —ay, itfollows that > (vy)vy (m*) + (1 — F2(v}))(—a; —m*) < 0 as well, and
so nom* > 0 exists such that all; > vy (m™*) would be willing to escalate. That is, if this
condition is satisfied, then the least-resolved typevould be unwilling to escalate even
without incurring any audience costs and eveSfi,ifoelieves his threat to be genuine. Since
matters are only more difficult for} (m*) < v}, there would exist no positive signal that
would make him willing to escalate either. In this situatidme equilibrium would involve
credible escalation for all; > v;, wherev; > v} is the smallest-valuation type for whom
credible escalation is profitable (if we wish this to be a costlescalation, the technical
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considerations from fri. apply). The ability to incur audience costs, just like simkoosts,
is irrelevant in that case.

Consider now the situation where (GT) is not satisfiedS{fescalates withn* that
convincesS, that the threat is genuine, the probability that she will adate is F>(v5),
and since any type willing to send this signal must be williogfight, it follows that
v; > vi(m*). The smallest-valuation type that would be willing to estalaust be in-
different between choosing* and appeasement. Noting that(v] (m*)) = —a; —m*, we
obtainm™ by solving F> (vy)vi(m*) + (1 — F2(v3))(—a; —m*) = 0, or:

. _ Fa(v3)c _
p+ (1= p)F(v3)
Proposition 2.5 in the text can be stated formally as follows (ferttoof, refer to Fearon’s
paper):

PROPOSITIONA.6 (Tying Hands / Fearon (1994a)) Assume thaf{GT) is not satisfied.
Letm* be defined ir(A.5), v{ in (2.5), and v} in (2.1). The following strategies form the
essentially unique equilibrium of the tying-hands gameat8gy forS;: if v; < v} appease
and capitulate if resisted; if; > v}, escalate withn* and fight if resisted. Strategy féh:

if m < m* or vy, > vJ, resist; ifm > m* or v, < v;, capitulate. Beliefs fosS,: if m < m*,
update to believe that, is distributed byF; on [0, vy]; if m > m*, update to believe that
vy is distributed byF; on (v}, v4].

ai. (A.5)

To see that the escalation threshold remains the same witgthscalates with a random-
ized threat or by tying hands, observe thatm*) = 0, from (A.3). To see that the escala-
tion threshold is lower than in the sinking-costs model, obs#ratv} (m*) = vi—m*/p <
vy
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Formalities for Chapter 3

B.1 Modeling Military Threats

Proof of Claim 3.1 The claim is that if(M,, M,) and (M|, M) are such thap = p’,
thenM < M’ = p(m) > p'(m) for anym > 0. Simplifying p(m) > p’(m) yields
m(M'— M) > MM{ — M;M’. The right-hand side is zero becayse= p’ = M;/M =
M{/M' = MM| = M,M’. This means that the inequality is satisfied for any> 0 if,
and only if, M < M’. O

B.2 Threats With Complete Information

Proof of Proposition 3.1 The solution is trivial wher; — a; > v, becauses; can never
establish a credible threat, so in the unique S®Ewyould resist regardless of his mobiliza-
tion level. Making a threat would then lead to certain capttafain the endgame, which is
strictly worse than appeasement. Hengewill appease immediately.

Assume now that; — a; < v;. Recall from the argument in the text thatSif threatens
in equilibrium, he must be resolved at the chosen mobilizd@wel i, so:

m>m= (c1 —a)M, o
v — (c1 —ayp)

wherem satisfies (CR) with equality. Consider any SPE in whic$y escalates and,
capitulates for sure. Lek satisfy (CR) with equality:

U2M2
Cy —dz

m =

- M,

and definem = max{m,m}. Becausep(m) increases inn, it follows that anym > m
would achieve compellence too and since mobilization islga$; must mobilize uniquely
atm = m in any SPE in which he escalates to obtain assured compeflence

Consider now any SPE in whic$y escalates an8, resists for sure. The optimal mobi-
lization level is:

m* = argmax, p(m)vy —c; —m = m* = max{O, v M, — M} ,

1 Strictly speakingS» will be indifferent between capitulation and resistance witrtain war whem: = 71,
which means that she could resist with certainty or even randoidiagever, there can be no SPE in which
she resists or randomizes when indifferent: even the slighteiitaevby S| to 71 > m would cause her to
capitulate with certainty, which means tht’s strategy that allows her to mix cannot be optimal. This is not
an issue wheim = m because in that cas®'s payoff from war is strictly worse than the payoff from
capitulation.
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and the optimal war payoff i, (m*) = p(m*)v; —c; —m*. SinceS; escalates in this SPE,
it follows that Wy (m*) > 0, which impliesm™ > m, as required. That isj; is resolved at
the optimal war-fighting mobilization level.

Simplifying m < m vyields:

1 —da C2 —ds
_|_

> 1, (PEACE)

U1 U2
which is the condition we shall use to distinguish betweenttio general cases. Suppose
first that (PEACE) is satisfied, s8 = m. War cannot happen in equilibrium because
would capitulate at the smallest allocation that makesesolved.S; would not mobilize
m < m because, would resist any such allocation knowing tisgtwould not fight, making
appeasement preferable f8y. Thus, if v; > m, thenS; mobilizesm and forcesS, to
capitulate for sure; otherwise, he appeases her immediately.

Suppose now that (PEACE) is not satisfiedise= m > m. In this caseS; can ensure
S»’s capitulation by mobilizingn, or he can appease, or he can allocate sane [, m)
and fight a certain warS; would not mobilizem < m because doing so would lead to
capitulation. IfS; were to escalate for war in equilibrium, it must be the case tphtifig is
better than appeasemelit, (m*) > 0, and also better than compellen®é,(m*) > v, —m;
these yieldn < m* < m. Hence, ifW;(m*) > max0, v; —m}, thenS; mobilizes credibly
at the unique level* € [m,m), S, resists, ands; attacks. The outcome is certain war. If
0 > max{ W, (m*), v; —m}, then appeasement is strictly better than any escalatioallfi
if vi —m > maxo0, W;(m*)}, then ensurings,’s capitulation the best option fd¥;, and
consequently he mobilizes to obtain it. O

B.3 Threats Under Uncertainty
B.3.1 Optimal Credible Mobilization

We begin by defining several crucial military allocations $yywhich differ depending on
the strategic effect they have 6h’s behavior.

DEFINITION B.1. A mobilization level,m, is credibleif, and only if, S, believes that
v; > v} (m) upon observing it.

If a credible mobilization cause$, to capitulate for sure, the result@ssured compel-
lence if it causes her to capitulate with positive probabilitye tresult iscoercion and if
it causes her to resist for sure, the resultviar. A credible mobilization isoptimal if it
is the best allocation for type; provided thatS, will believe that he is resolved. When
mobilization is credibleG; (v (m)) = 0, and soS, will capitulate if v, < v3(m) =
(c2 — a»)/ p2(m). Since we know that her valuation is in the interfrak:], we now have to
distinguish three possibilities:

(i) v3(m) <t, which implies she will resist for sure—in this caSewould mobilize for
war by maximizingp, (m)v, — ¢y — m,;
(i) v3(m) e (¢,u), which implies that she will capitulate with probabili, (v (m)—in
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this case,S; would mobilize for coerciorby maximizing

Cr —dy Cy —ay o
. ( pa(m) ) " [1 o ( pa(m) )} [promve = 1] =m:

(iii) v5(m) = u, which implies she will capitulate for sure—in which casewould mobi-
lize for assured compellened the unique level that solvés, (v5(m)) = 1.

Solving these optimizations and equation yields the follayvi
DEFINITION B.2. A credible mobilization level is
e optimal for warfor typev; if, and only if, it is defined by:
m*(vy) = VMyvy — M; (B.1)
e optimal for coerciorfor typev; if, and only if, it is defined by:

m(vy) = M, % -M, (B.2)

where¢ = (u —t)M, — ¢1(¢c, — a»); and
e optimal for assured compellendeand only if, it is defined by:
MMZ

Cy —ds

m = - M. (B.3)

Deriving the necessary and sufficient conditions for these tifieento be valid is an ex-
tremely long and tedious process so is omitted here. (The rapligaéckage on the website
has the full 60-page appendix.) The definition assumes thantilization levels are cred-
ible. We now investigate what it takes to make them such.

B.3.2 Minimum Credible Mobilization

Any type v, is indifferent between attacking and capitulating at the firmde wherv; =
vy (m(vy)). Since higher mobilizations can never undermine his comenitrit follows that
vy would fight for anym > m.

DEFINITION B.3. Theminimum crediblenobilization level for typey; > ¢;—a; is defined
as:

(e —a)Ms
v — (1 —ay)

and is the smallest allocation at whieh will attack.

m(vy) = — M, forall v;>c¢; —a, (B.4)

The functionm is discontinuous at; — @; and undefined for any; < ¢; —ay. ltis
possible to be resolved at the pre-crisis allocations, and th#estivaluation type for which
this is so solves(vy) = 0. | shall call this thdeast inherently resolvetype. All higher
valuation types have an inherently credible commitment. Iféhast inherently resolved type
is smaller thamp* = M2/ M,, the least-valuation type that could mobilize for war, i.bg t
one that solvesi*(¢*) = 0, then the types in that range would escalate without miliiagiz
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m(vy) m(vi)
; m*(vy)
/ m(vy)
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(a) Militarized Escalation (b) Verbal Escalation

Figure B.1 Optimal and Minimum Credible Militarized Allocations.

the crisis even ifS, is expected to resist for sure. The necessary and sufficienttoamtbr
this to be the case is:
MM,
M2 ’
| shall refer to this as serbal escalation to wato emphasize that it involves no additional
mobilization. Analogously, if the least inherently resolvyge is smaller than the least-
valuation type that could mobilize for coercion, i.e., the dtima&t solvesii(v,) = 0, then
the types in that range would escalate without militarizirgy¢hsis whens, is expected to
capitulate with positive probability. The necessary and cigffit condition for this to be the
case is:

c1—a; < (VF)

MM,
| shall refer to this as &erbal escalation to coercionf (VC) is satisfied, then (VF) must
also be satisfied. The converse, of course, is not necessaribate.

c1—a; < (VC)

B.3.3 Credibility Cut-Point Types

The optimal credible mobilization levels are continuous,-decreasing, and strictly posi-
tive whenever they exist, which implies thatif(v,) intersects any one of them, it will do
so at most once. The type at which the minimum credible matitn level intersects the
optimal mobilization level is aredibility cut-point typdecause it bisects the type space: the
optimal mobilization is not credible for all types to the lefttbe cut-point but is credible
for all types to the right. | will use the superscript mnemonice¢aate the mobilization type
of interest: ‘w’ for war, ‘c’ for coercion, and ‘a’ for assured compeke. For instance;?,
is the type for whommn(v® = m. Thus, mobilizingz is not credible for alb; < v? but is
credible for allv, > v® This particular type is easy to derive? = <=4 The other
types are derived analogously except care must be taken wheal gedalation is possible.
Figure B.1(a) shows one possibility where the minimum credildbitization level inter-
sects all three optimal mobilization levels when (VF) is ndis$izd (and therefore neither
is (VC)), and so any escalation is militarized. Figure B.1(b) shawsistance where verbal
escalation is possible.
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B.3.4 Expected Payoffs from Credible Mobilization

Using the definitions of optimal credible mobilization lesgiven by (B.1), (B.2), and (B.3),
we can specify the expected payoffs from war, coercion, and assomgokllence as follows:

Wl(vl) = V1 — 2 le)l —C1 + M; (BS)
1
C(vy) = (_u — t) [(u —t 4 ¢y —az)vy —2+4/ulvy — ucl] + M; (B.6)
M
AL(vy) = vy — 22 4 M. (B.7)
Cy —dyp

The following lemma is crucial in establishing the relatiopshimong the payoffs from
different strategic contingencies.

LEMMA B.1. A =1>¢ > W] >0, W/ >0,and€; > 0.

The proof requires straightforward algebraic manipulations. LerBxashows three
things. First, it establishes that the payoffs from optimal watjmal coercion, and opti-
mal compellence are strictly increasing in type. Second, iivshibat they are increasing at
faster rates as well. Third, it demonstrates the crucial resatltiie payoff from compellence
increases the fastest, followed by the payoff from coercion,fahbby the payoff from war.
Because these functions are continuous, each pair mayahavestone intersection, if any.

B.3.5 Escalation Cut-Point Types

There are four general strategies tatcan adopt, depending on whé} is expected to
do: he can appease, mobilize for war, mobilize for coercion, abilize for compellence.
As we have seen, Lemma B.1 implies that any two payoff funsticen have at most one
intersection—the type at which this intersection occurs iffiexdnt among the two strate-
gies. | shall call this amscalation cut-point typbecause bisects the type space: all types
to the left strictly prefer one of the strategies and all types enritpht strictly prefer the
other. With four strategies, there are six pairs to consider,ese thre six of these escalation
cut-point types.

The superscripts on these escalation cut-point types corigisbdetter mnemonics de-
signed to indicate which two actions the type is indifferertinmen. The codes are as fol-
lows: ‘q’ (quit) for appeasement, ‘w’ for certain war, ‘c’ for coercicand ‘a’ for assured
compellence. For example?is the type that is indifferent between optimal credible coer-
cion and assured credible compellence It can be found by ndtatg} (7 (v°?)) = u, or
m(v°® = m. Solving this yields)®® = m All v; > v prefer assured compellence to
coercion, whereas all; < v°@ prefer the opposite. It is also easy to defilig the type that
is indifferent between assured compellence and appeasenodvingsA; (v39) = 0 gives
usv = C’;Maz — M. All v > v prefer assured compellence to appeasement, whereas
all v; < v® prefer the opposite. Although conceptually straightforward vitegithe other
cut-point types is quite tedious and a bit involved. The caooagion arises from the possi-
bility that both war and coercion can involve verbal escatgtishich necessitates checks
on the exogenous parameters to establish conditions undehiie various possibilities
might arise. Details can be found in the replication package.
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B.3.6 Equilibrium Analysis

The analysis now essentially reduces to examining variougroations of the escalation
cut-point types and their relationship to the credibility cotris. Before continuing with the

analysis, however, it is worth discussing briefly two techhigsues with respect to updating
beliefs in equilibrium and establish some fundamental resudtsvill use throughout.

Consistent Beliefs

As we have seen in (B.1) and (B.2), the optimal nonzero war and icoencobilization
levels are unique for each type. Intuitively, any type that itsasique mobilization level in
equilibrium would be revealing its valuation 8. Unfortunately, Bayes rule cannot be used
to obtain that inference because there are no atoms in the digintnf types (recall that
they are uniform o0, v1]), and so the probability of any one particular type being setkct
from this continuum is zero. Bayes rule does not allow conditigron zero-probability
events, and consequently is undefined. Technically, we aledevith a non-empty set that
has measure zero. That is, a set of types who mobilize at thelsaai¢hat is not empty but
the occurrence of the set itself has an equilibrium probabifizeoo.

To deal with this situation, | will assume that the supportSe®s beliefs conditional on
such mobilization is restricted to the set of types that mpddliat this level. This requirets
to infer the type for whom the given allocation level would héeen optimal even though
only one type would use such an allocation in equilibrium.

Plausible Beliefs

Perfect Bayesian equilibrium does not restrict much beliefs piagan have after observing
behavior that is not supposed to occur in equilibrium. As weehseen in the sunk-cost
game in Chapter 2, this lack of specificity can permit the exisé of equilibria supported
by very unlikely beliefs. For instance, §f were to mobilize unexpectedly a very large force
relative to the equilibrium levek, thensS, concludes that he is unresolved. To eliminate this
problem, | require that upon observing the unexpectedly highlmation, S, infers thatS;

is at least as committed as the least-committed type. &ormally, if a set of typegv, v]
with vy (m) < v pool on a common threat in equilibrium, then observing angt > m
should causé, to believe thav, > v} (m).

This affects only beliefs after zero-probability events and setweale out some rather
bizarre equilibria in whichS; cannot signal his commitment with a larger mobilization be-
causeS, “threatens” to infer that he is less resolved than what he woalgt fbeen at the
smaller mobilization. Because larger mobilizations areaglsymore committing than smaller
ones for any given valuation, such an inference is clearly ingitéer Without this restric-
tion, S, can threatenS; to have incredible beliefs, and it makes sense to require that if
actions are credible in equilibrium, then so must beliefs be disAtiéne equilibrium | study
is supported by such plausible beliefs.

2 This is analogous, in spirit, to the restriction of beliefs Ksemd Wilson (1982) impose.
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Ordering of Minimally Resolved Types

The first important result is that any type whose payoff from esiogldo war is at least as
good as appeasement will be resolved at his, possibly ven@na escalation level. (The
proof is just algebraic and is omitted.)

LeEmMA B.2. All types who can profit from war are resolved” < v*9.

When war is preferable to coercion for all types who can choosedegtthem, potential
equilibrium choices are limited to appeasement, preparatiow#&oy and mobilization for
assured compellence. What can happen in equilibrium crijicedpends on the credibility
of these mobilizations. The following lemma establishes dfumental relationship between
these types.

LeEmmA B.3. All types resolved for war are also resolved for coerciong atl types re-
solved for coercion are resolved for compellencg< v°® < v%.

Proof Sincem(-) is continuous where it is defined and is strictly decreasing|liv that
m~(-) is strictly decreasing as well. This now means tlat- 7 (v,) > m*(v;) implies
thatm ! (m) < m~'(m(vy)) < m~'(m*(v,)) for anyv,, which establishes the claim. [

This lemma implies that any type who can mobilize credibly farwould mobilize
credibly for coercion (provided coercion is possible) and for cdtepee. Furthermore, any
type who can mobilize credibly for coercion can also opt for cred#tssured compellence
as well.

The General Cases

Any non-appeasement equilibrium action requires that its eggdgmayoff is non-negative.
This implies that the relationship between the escalatipagys the fundamental differenti-
ating aspect of the model. This suggests three basic casearntore:

war preparation v < min (v°9, v®9) (WAR)
coercion: v®4 < min (v"9, v®9) (COERCION)
assured compellencey®? < min (v, v%9) (COMPELLENCE)

Since these cases are mutually exclusive and exhaustiveilvexamine each separately to
find solutions for all possible configurations of the exogen@rgables.

War Preparation

Assume (WAR) is satisfied, which means that the lowest-valodgipe who will escalate in
equilibrium isv"4. By Lemma B.2, all types who can profitably escalate to warz v*9,
are resolved, and by Lemma B.3, all of them will also be resolveddercion and com-
pellence. To see whether coercion will be attempted in dauilin, observe that coercion is
never optimal ifW, (v) > €;(v;) for all v; < v, which yields the following condition:

v > p® (NC)

If (NC) is satisfied, then credible coercion is always worse tham aval hence it will not be
attempted in equilibrium.
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PrRoPOSITIONB.1. AssumdWAR) and(NC) are satisfied. The following assessment con-
stitutes the essentially unique equilibrium.

Strategy forS;: (i) if v; < vV, appease; ib; € [v"9, v"?), mobilize atn™* (vy); if vi > V"4,
mobilize atm; (ii) if resisted, fight if, and only ifm > m(vq).

Strategy and beliefs fo§,: (i) if m < m*(v"9), update to believe that; is uniformly
distributed on[0, v¥9) and resist; (i) ifm € [m*(V"Y), m*(v"?)), then infer thatv, is uni-
formly distributed onv"9, v *] if m = 0 or thatv, = (m*)~'(m) if m > 0, and resist;
(iii) if m e [m*(v"®),m), infer thatS; is resolved and resist if, and only if, > v (m);
(iv) if m > m, update to believe that; is uniformly distributed ofv**?, v;] and capitulate.

Proof It is not difficult to verify that this is an equilibrium given thewfiguration of the
cut-points and the conditions in the proposition. The equiiliin is essentially unique be-
cause itis possible to specify alternative beliefs for allaretioff the equilibrium path (e.qg.,
m < m*(w"), m € [m*(v"?%,m), andm > m) that rationalize the strategies. Equilibrium
behavior will not be affected. O

COROLLARY B.1. If ¢; < MM,/ M, is satisfied in addition to the conditions for Propo-
sition B.1, then for some valuatioS escalates verbally to war.

To see how this follows, observe that < MM, /M, implies that (VF) is satisfied and
thatm™*(v"%) = 0. This means that all; > v"9 can profit from verbal escalation. Of these,
vy € [v™9, y¥*] will escalate verbally and;, > v* will militarize the crisis in equilibrium.

Suppose now that (NC) is not satisfied. Nowalle [v"¢, v*4] prefer coercion to fighting.

PROPOSITIONB.2. AssumdWAR) is satisfied bu{NC) is not. The following assessment
constitutes the essentially unique equilibrium.

Strategy forS;: (i) if v; < V"9, appease; ifv; € [v"9, v*¢), mobilize atm™*(v4); if v, €
[v™e, v°®), mobilize at7i(v,), and ifv; > v mobilize afx. (i) If resisted, fight if, and only
if! m Z m(vl)'

Strategy and beliefs fof,: (i) if m < m*(W"), resist (any beliefs would work); (ii) if
m € [m*(v"9), m*(v"®)), infer vy = (m*)~1(m) and resist; (iii) if m € [m*(V"°), m(V"°)),
update to believe tha$; is resolved and resist if, and only ifp > v;(m); (iv) if m €
[m(v"®), m), infer v; = m~'(m) and resist if, and only ifp, > vi(m); (v) if m > m,
update to believe that, is distributed uniformly orfiw®® v,] and capitulate.

Proof As before, verification if straightforward,’s beliefs after out-of-equilibrium allo-
cations, e.gim < m*(v"9), m € [m*(v"'®), m(v"*°)), andm > m, in the proposition provide
one possible reasonable specification. O

Coercion

Assume (COERCION) is satisfied, which means that the lowesiatiah type who will
escalate in equilibrium is®. By Lemma B.1, this implies that no type will mobilize for
certain war. Furthermore® < v? = v < v*8 which implies that alb; € [v*9, v pre-
fer optimal coercion to compellence in addition to appeasénidm® question then reduces
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to whether these types can engage in this coercion credibly. f v°9, then they can do
so, and Lemma B.3 further implies that all > v“® who prefer assured compellence can
mobilize atm credibly as well. Hence, the condition:

v® < v™ (CC)

can be used to distinguish between cases where coercion ibleridiall escalation types at
their optimal coercive allocations. Letbe the smallest valuation type whose optimal coer-
cive mobilization does not cause certain watw) = m*(f), wherep solvesv; (m*(B)) =

t.

ProPOSITIONB.3. AssumgCOERCION)and (CC) are satisfied. The following assess-
ment constitutes the essentially unique equilibrium.

Strategy forS;: (i) if v; < v°Y, appease; ifv; € [v°9, v°?), mobilize at7i(v,); if v; > v,
mobilize atm. (i) If S, resists, fight if, and only ifn > m(v;).

Strategy and beliefs fo§,: (i) if m < (), resist (any beliefs would work); (ii) itz <
[m(a), m(v®9), update to believe thaf, is resolved and resist if, and only if; > v5(m);
(iii) if m € [m(v°%),m), inferv; = m~'(m) and resist if, and only ify, > v3(m); (iv) if

m > m, update to believe that; is uniformly distributed orjv®®, v;] and capitulate.

Proof Given the configuration of the cut-points and the conditiaris,not difficult to ver-
ify the proposition. As before, care must be taken vitfs beliefs after out-of-equilibrium
mobilizations likem < ni(v®9) andm > m. It is possible to find other beliefs that would
support the strategies. O

COROLLARY B.2. Assume the conditions for Proposition B.3 are satisfied &g |=
[u — (02 —dz)]M —tM;. If

y(u—t)MM,
(c2 —ax)(y + uM)M — utM3
holds, then for some valuatio$§ escalates verbally for coercion.

1 <

Suppose now that (CC) is not satisfied. This is a very interestisg because it raises the
specter of bluffingw; € [v®9, v want to mobilize for optimal coercion provides} finds
it credible, butv; € [v9, v°) are, in fact, bluffing because they will not be resolved at their
optimal coercive levels. Singg(-) is uniquely optimal, an attempt to use such allocation by
these types would reveal their lack of resolve, causingo resist for sure, which in turn
would destroy their incentive to mobilize in the first place.

Suppose that, upon observing amy < 7 (v°), S, inferred thatS; was not resolved.
This would presumably deter any attempts by these unresojyes to mobilize at their
optimal coercive levels. Unfortunately, this is not enoughustain an equilibrium. To see
that, observe thai® > v°@ means that the payoff from optimal coercion is strictly positive
for v¢, which implies that if some type; < v°® but close enough te® mimicked v® and
allocatedni(v®) > m(v,) instead of his own optimal coercive level, he would obtain a
strictly positive payoff. In other words, such a type cannot bearta capitulate ifS, were
to believev®s mobilization level to be credible. This, in turn, destroys tmedibility ofv®'s
own mobilization, and the supposed equilibrium unravels.
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Suppose now that given these bluffers who are mimicking hication, v¢ deviated
slightly to somem > m(v°®) and doing so convincefi, that he was resolved. Although
he would incur the cost of this higher allocation, he willateap the benefit of increased
probability of obtaining the good peacefully. The latter afwautweighs the former because
the jump in the probability is discontinuous and occurs for aitrarily small increase im:.

In other words, ifu® can persuads, that he is resolved with an arbitrarily small increase in
his allocation, it will be beneficial to do so. Hence, in edpribm bluffing cannot occur as
long as there is a discrepancySp’s capitulation probability depending on her belief about
S1’s resolve.

Figure 3.4 depicts this situation. Although all > v® prefer optimal coercion to ap-
peasement, none of the types with valuatiopse [v°9, v°) will be resolved a7 (v;) pro-
vided thatS, infers their valuations (which she must in equilibrium). Take samsuch that
T € (v, v°) is resolved afi(7) and is indifferent between escalating using that level and
appeasing. In other words,is the type whose expected payoff from mobilizing &topti-
mal coercive level is zero and he is resolved at that leved, ibbservesri (), S, will infer
thatv, is uniformly distributed orjz, 7], and is resolved.

We now derive the bounds on the range of pooling types. Usinpattte thatr is mini-
mally resolved afi(7) and that he is indifferent between escalation with that mmdtilon
and appeasement, we obtain:

\/bz +4(ca —ar —1)(c1 —ay) [(u — )M —ua,] —b

= , B.8
= 2(c; —as —1t) ( )
whereb = [(u —t)My —ua; + tcy + ay(ca —ax —t)], and:
2
7= {z (B.9)

ult— (a1 —611)]2.
Observe now that as approaches®?, t approaches?d, and in fact it must be the case that
7T = v®® & t = v? In this case the pooling types all choaseand their payoffs are fully
described by, (vy). Sincez is the least-resolved type willing to escalatemtit follows
that he must be equivalent t@% (This is easy to see in Figure 3.4.)

This now implies that pooling can be credible onlw# himself can escalate credibly
with m. In other wordsp? < v# is a necessary condition for resolved types to induce
credibility in the manner described above. This makes theitiond

v* <™ (NB)

required for the existence of this equilibrium. As we shall seiiaénext section, (NB) is a
general condition that is sufficient to rule out any equilibribluffing. We can now state the
result succinctly.

ProPOSITIONB.4. AssumegCOERCION)is satisfied bu{CC) is not. If (NB) is also
satisfied, the following assessment constitutes the éslbennique equilibrium.

Strategy forS;: (i) if v; < z, appease; ifv; € [t,T] mobilize atm(7); if v, € (T,v%9),
mobilizem (vy); if v1 > v mobilize atm. (ii) If S, resists, fight if, and only ifn > m(v,).

Strategy and beliefs fdf,: (i) if m < 7i(T), update to believe thaf; is uniformly distributed
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on [0, ) and resist regardless of valuation; (ii) it = m(7), update to believe that, is
uniformly distributed orjz, 7], and resist if, and only ify, > v3 (m); (iii) if m € (m(7), m),
infer v; = m~!(m) and resist if, and only ify, > v} (m); (iv) if m > m, update to believe

thatv, is uniformly distributed orfiv®®, v;], and capitulate regardless of valuation.

Proof Most of the legwork is done in the derivation of the pooling raimghe text. Itis not
hard to verify the proposition given the beliefs. Care must be tak#nout-of-equilibrium
mobilizations likem < mi(T) andm > m. Figure 3.4 helps with visualizing the behavior of
the payoff functions. O

Propositions B.3 and B.4 cover all possible configurationsn((@OERCION) obtains
except when (NB) is not satisfied. As it turns out, this excepisa special case of the more
general situation where (NB) fails irrespective of whether (COERQ obtains or not. Itis
the subject of the following section.

Assured Compellence

Assume (COMPELLENCE) is satisfied, which means that the lowalsiation type who
will escalate in equilibrium i22% If (NB) is satisfied, therv; > v2? can escalate cred-
ibly for assured compellence. Lemma B.1 implies that thisdged payoff strictly better
than either war or coercion under the assumptions of thisgaraiion. Therefore, all such
types mobilize credibly for assured compellence in equilibriwmich yields a very simple
solution.

PrROPOSITIONB.5. AssumdCOMPELLENCE)and(NB) are satisfied. The following as-
sessment constitutes the essentially unique equilibrium.

Strategy forSy: (i) if v, < v?9, appease; ifv; > v?9, mobilize atm; (ii) if resisted, fight if,
and only if,m > m(v;).

Strategy and beliefs fa$,: (i) if m < m, update to believe that, is resolved and resist if,
and only if,v, > v3(m); (i) if m > m, update to believe that, is resolved and capitulate.

Proof All allocations excepin are off the equilibrium path an8l,’s beliefs for these al-
locations are the most pessimistic possible. It is easy to vérdyS; would not deviate
even under these favorable conditions, which implies thailtewnative beliefs can sustain
a profitable deviation. It is possible to come up with an infindeiety of beliefs that would
rationalize the specified strategies, but equilibrium behawvilh be equivalent. O

Suppose now that (NB) is not satisfied without assuming angthbout the configura-
tion of the escalatory types. This implies that the leastatidn type who can profit from
assured compellence relative to appeasement will not be szkatvi. The credibility prob-
lem arises if allv; > v®@attempt to us@: because alb; € [v?, v®) are not resolved at that
allocation. These types have incentives to bluff if doingmsild ensureS,’s capitulation,
but because of this: can no longer compe¥, with certainty. If these types were to mo-
bilize in equilibrium, S,’s beliefs would have to reflect the possibility that she isrigca
bluffer. This would increase the expected payoff from resistaand some types may be-
come willing to resist even a#&, which contradicts the assumption twaresults in assured
compellence. Hence, wher® < v2, the level defined by will no longer produce assured
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compellence because it is no longer credible (which is whatsgseraed when we derived
it).

The first question is whether verbal escalation is possibleatWiould an equilibrium of
this type look like? Since the escalation is verl$lwill threaten regardless of his valua-
tion if that would compelS, to capitulate for sure. Hence, al| € [0,v,] escalate and so
G1(vy(0)) = F1(v7(0)). Since we require that; (0) > u, using this in (CB) yields:

(1= Fi1(v7(0)c2 —az "
1= p1(0) + p1(0) F1(vy(0)) —

as the condition for verbal escalation. The following lemmammamizes the verbal compel-
lence equilibrium.

(VB)

LEmMA B.4. AssumédNB) is not satisfied. I{VB) is satisfied, ther$; escalates verbally
regardless of his valuation (onky > v} (0) attack if resisted)S,’s beliefs remain the same
as her priors, and she capitulates regardless of her vaturati

We now turn to militarized assured compellence when bluffingpssible. This compel-
lent allocation, which | shall labék > 0, will be such that even thougs, capitulates for
sure after seeing it, not all types who mobilize at that level@selved. Since this allocation
is strictly positive, (VB) cannot be satisfied. Defitfé as the type that is just indifferent be-
tween assured compellenceratand appeasement. We must look for an equilibrium where
v; > v*¥ mobilize atm but onlyv, > v} (m) > v are resolved at that allocation. Given
thatv, € [v%9,v,] mobilize atm butv, < v} (i) are unresolved, the probability th&
will capitulate when resisted is Ri < vy (m)], or G (vy(m)) = (vi(in) —v2Y/(v; —v29).
SinceS, capitulates for sure, we hawg (7)) = u, or:

(1 —vi(m))cs — (V1 —v*%a, _y
(V1 =089 pa(m) + (vy (1) — V2N (1 — py(m))

We also know that®®s expected payoff is zer@?® — m = 0, and so we can substitute
729 = 77 in (B.10) to obtain the cubic:

(B.10)

Am® + (AM, + B)i> + (BM, + C)iii + CM; + D =0, (B.11)

whereA = u +ay, B=X+AM,C =Y + XM, D = —(M? — M, M5)(c; — a,)ca,
with X = V1 (6'2 —az) — (T/l + Cz)(C] —al), andY = M, (Cl —Cll)CQ — M>uv;. The smallest
real positive root is the solution fa#, and can then use it to obtain the valuedtm). This
leads to our next result, an equilibrium with a militarized datian that involves bluffing.

PrROPOSITIONB.6. Assume that neith€NB) nor (VB) is satisfied. The following assess-
ment constitutes the essentially unique equilibrium.

Strategy forS;: (i) if v, < 7?9, appease; ib; > 129, mobilize atm. (i) If resisted, fight if,
and only if,m > m(vy).

Strategy and beliefs fa$,: (i) if m < i, update to believe that; is uniformly distributed
on [0,729 and resist; (ii) ifm > #1, update to believe that; is uniformly distributed on
[v®9, v,] and capitulate.
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Proof All mobilizations exceptn are off the equilibrium path of play. The proposition
specifies one set of beliefs f&k that rationalizes her behavior. There are infinite variations
on these beliefs that can rationalize the strategy but theyradlyze the same equilibrium
behavior. Verifying thafS;’s strategy is optimal is straightforward. O

Observe now that it must be the case thiat- 77; that is the assured compellence level
when bluffers are present must be higher than the level that ¢caevaccompellence when
mobilization is credible. To see why this should be so, supphat it is not, san < m. By
definition, v, capitulates aftem because her payoff from capitulating equals the expected
payoff from resisting, which equals her payoff from war becausedille escalation means
that S; would fight for sure. If escalation involves bluffing, then remiste yields a payoff
that is strictly better than war becauSe capitulates with positive probability. Sinc®’s
payoff from war decreases im, it follows that v, will not capitulate for anyin < m,
contradicting the supposition thatis an assured compellence level.

This result only requires that the no-bluffing condition in (NBHahe no-verbal bluff
condition in (VB) fail; it is not tied in any way to the distrikioh of escalatory types. Propo-
sition B.5 handles the case where both (COMPELLENCE) and (NBxatiefied. Since
Lemma B.4 and Proposition B.6 collectively cover all casegm@h(NB) is not satisfied,
these results exhaust all the possibilities, including thecil case where (COERCION)
holds.

Assured Appeasement

The analysis thus far has implicitly assumed thatis large enough to accommodate the
highest types required by the various results. For example, Bit@poB.3 assumes that
v® < vy, which implies that there exist types whose valuations arh bigpugh to make
them willing to allocaten. What would happen to our results if this were not the case?

Consider first the issue of assured compellence in any nondguguilibrium (that is,
all results except the one specified in Proposition B.6). In piitipas B.2, B.3, and B.4,
assured compellence is possible onlwif < v,. If this condition is not satisfied, then
no equilibrium outcome will involve an allocation @f. Rather,v,’s strategy would be
determined by the region in which this valuation falls. Takasgan example Proposition B.3,
if v; € (v°9, v, then the equilibrium strategy would be for all < v to appease (as
before), and alb; € [v°% 7] to mobilize at7i(v;). In other words, no type will mobilize at
m. The equilibrium outcome could still involve capitulation B,, but only as consequence
of coercion, not assured compellencevif < v, then the equilibrium strategy would be
for S; to appease regardless of valuation. | shall refer to this assaured appeasement
equilibrium.

It is not difficult to see that an analogous argument estadishe possibility for such
a result in all remaining configurations. In general, the equiiaroutcomes will “shrink”
asv; decreases. Under Proposition Bul, € (v"9, v®) means that only appeasement and
war can happen in equilibrium, and < v means that assured appeasement is the only
possibility, which is what; < v®Iwill also lead to under Proposition B.5. Lowering the up-
per bound on the range 6f valuations depresses the possible outcomes until appeaseme
remains the only optimal strategy.

PrROPOSITIONB.7. If v; is smaller than the least-resolved type that would have asedl
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if it existed, the equilibrium outcome is assured appeaseny appeases regardless of
valuation.

It is not hard to see this in the non-bluffing equilibria. For theiglgrium with bluffing,
v, > m(vy) is sufficient to guarantee thal will appease regardless of valuation if the
conditions for Proposition B.6 obtain.



Appendix C

Formalities for Chapter 4

We begin with the measures of stability, peace, and expectddlization. Calculating the
probabilities for equilibria that do not involve coercive maations is straightforward, and
so | will derive the expressions for the more complicated onessider first the credible
coercion equilibrium from Proposition B.3. Since threats are genim this equilibrium, we
need to be able to calculate the probability thastands firm, which depends on the particu-
lar mobilization level, not simply on the event of escalatiBecause only resolute types es-
calate,S, resists ifv, > v3(m). All v; € [v%, v°%) mobilize at their type-dependent optimal
coercive levelsyi(vy), which in turn determines the cut-point f85. If we knew S;’s type,
we would derivev; (m(vy)) and then compute R > v3(m(v1))] = 1 — Fa(vy(m(vy)))
using the assumption that is uniformly distributed byF, on [z, u]. Since we do not, we
must integrate:

W (Prop. B.3 = / q [1= Ra(u3Ga0) ] £ (o dx.

Escalation stability must take into account the fact thiahas mobilized, and his type is
now uniformly distributed byH; on[v°®?, v;], which implies that:;(x) = 1/(v; — v®9) for
anyw; in this interval, and 0 elsewhere:

W (Prop. B.3 :/ [1 - Fz(v;(ﬁ(x)))]hl(x) dx.
Analogous computations yield:

We(Prop. B.4 = [F(7) — Fi(D][1 = F>(v3 (M (7)))]

vea

+ / [1 —Fz(vé‘(n?(x)))] fi(x) dx
and

Wc (Prop. B.3 = [F1(v") — F1(v"9)]

ca

; / 1~ R@s@Ee)] A

Escalation stability can be obtained from these expressiorsibstituting the prior with
posterior beliefs.

Turning now to peaceful resolutions, the probability of appeess is the probability that
S1's type is not among the ones that escalate. Since equilibeagalation only involves two

226
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possible outcomes—war 85’s capitulation—the probability of that it ends peacefullytie
complement of the probability that it ends in war. For ins&grin the coercion equilibrium
from Proposition B.3S; only escalates if; > v, so:

Pc(Prop.B.3 = F;(v*%) and Pg()=1- Wg(").

Finally, consider the calculation of the expected mobiitalevel. Suppose that the con-
tinuation game’s equilibrium is from Proposition B.2. We now &&v account for the three

ranges of escalating types. Lettihg(x) denote the posterior probability density function
and H, (x) the corresponding cumulative distribution function, we obtain

wc ca

v

Mg = / m*(x)hy(x)dx —i—/ m(x)hi(x)dx + (1 — Hy(v°?))m.
ywa we
The expected mobilization levels for the other cases are ctad@mnalogously.

Turning now toS;’s expected equilibrium payoff, note that in the MTM we have ¢oe a
count for the equilibrium in the continuation game. The payaim assured compellence
is straightforward, so | will specify the other three general ebuiiim types. Recall that
Wi (vy) is typev;’s optimal war payoff€; (v) is the optimal coercion payoff, andl(v,) is
the assured compellence payoff. We now have:

v

UiProp.BI = [ Wi fi)dr+ [ A il

wa
vWC

Uq(Prop. B.2) = Wi(x) f1(x)dx + /

vwa A

vca

RASYACES
+ [T A
Uy (Prop. B.g = / (1= Ga3 REN) (PAED)x — 1 — (T

+ Go (V3RO (x — D) | fi(x) dr
[ ewaman+ [ aw A

Finally, considerS,’s expected equilibrium payoff in models with non-military tate. In
the bluffing equilibrium of the basic escalation game, the gbiliiy that S, capitulates is
F,(0,) as given in Proposition A.3. Sincg escalates ib; > v, but attacks if, and only if,
v; > v}, theex anteexpected payoff is:

Uy (BE) = Fa(62) / Al dr

+ (1 = Fy(dy)) |:/j:l(px — ) fi(x) dx —ay / fi(x) dx:| .

In the genuine-threat equilibrium of Proposition A.1, the expégiayoff is even simpler:
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all escalating types get either their valuation with probghbiF,(v5) or war with comple-
mentary probability:

[ Y [BDx + (1= B (px — en)] filx) dr.

V1
In the intuitive equilibrium of the sinking costs model, onlgrgiine challengers are willing
to paym™ from Corollary A.1, and this signal is the same for everyone. Theetga payoff
is:

U(SO = [ [BDx + (1= BEDIpx e —n'] fit)dr,

wherem™* = F,(v3)vi + (1 — F>(v3))(—ay).

In the tying-hands game, no type that escalates in equilibriastt pay the audience
costs. Taking{(m*) from (2.5) withm* defined in (A.5), the expected payoff in both cases
is:

V1

W = [ [R5+ (= RO -] /it
The expected payoff for the risk-generation model is equivatethie one from the tying-
hands model except the lowest type to escalate feom (A.3). Although it is quite possible
that this type may be a bluffer, this is irrelevant for the expeg@yoff: burning the bridge
effectively commits him to fighting if5, resists.
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Formalities for Chapter 5

Recall thatS, initiates a challenge if, > ¢, so upon observing such a challerfyewill infer
that his opponent’s valuation is distributed uniformly on theeival [¢,v,]. The analysis
essentially boils down to pinning dowrsuch that this type is indifferent between the status
guo (payoff of zero) and initiating a crisis in which behavioenhfollows according to the
MTM equilibrium prescription. In the verbal escalation equilibri from Lemma B.4S; is
expected to refuse appeasement regardless of valuation. Tarsriet's expected payoff
from initiating a crisis will be—a, < 0, so she will never do so. On the other hand, in
the assured appeasement equilibrium from Proposition8.1& expected to concede with
certainty, in which case her payoff would be> 0, and she will initiate. In equilibria that
involve mobilization for certain war, this type fill find herself war if S; prepares for war
but will capitulate if he mobilizes for coercion:

pwa

U, (Prop. B.11) = Fi (v + / [(1 = p(m*(x)))t — cz] f1(x)dx

+ (1= F1(v™)(—a2)

,UWC

U, (Prop. B.2t) = F; (vt +/ [(1 = p(n™*(x)))t — c2] f1(x) dx

vWa

+ (1= F1(v"))(—a3).

In crises that involve no mobilizations preparatory for wafaces only two possible out-
comes: appeasement By or her own capitulation (because she is the lowest-valuagjon t
of S, to participate and these never fight under the circumstances):

U, (Prop. B.31) = Fi(v*YHt + (1 — F1(v*Y)(—a»)
Uz (Prop. B.41) = Fi (D)t + (1 — Fi(1))(—a2)

Uz (Prop. B.51) = Fi (v + (1 — F1(v*Y)(—a2)
Uz (Prop. B.61) = Fi(@*Nt + (1 — F1(v*))(—a2).

Setting these expression equal to zero (the expected payoff fsomitiating the crisis) pro-
duces equations that implicitly define the typg,that would be indifferent between staying
with the status quo and starting a crisis that would result irpdiréicular continuation. But
there can be at most oné for whom the expected continuation payoff is zero. Loosely
speaking, this is so because the expected payoff of the tevaésation type to initiate a cri-
sis must be strictly increasing in that type providgdioes not appease for sure. Uniqueness

229
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of t* also implies that the deterrence model has a unique equilibnushich conditional
on a challenge$; updates to believe that is distributed uniformly orjt*, v,]:

PrRoPOSITIOND.1. The militarized deterrence model has a unique equilibrinrvhich
S, initiates if, and only ify, > ¢*. The game continues according to the equilibrium in MTM
induced by beliefg*, v,], whichS; obtains by Bayes’ Rule upon observing a challenge.

Given any continuation equilibrium, EQ, situational staiis:
Ws = (1 - F2(t*(EQ)) Wc (EQ).

That is, it is the probability tha, issues a challenge, [Ps > t*(EQ)], multiplied by the
probability that the crisis resulting in the equilibrium EQ oBtMTM escalates to war,
We (EQ) with F, () truncated to the intervdt* (EQ), v5].

There are three possible ways in which war can be avoided. Thalpiitythat S, does
not even challenge is the status quo is the probability§kiatvaluation is too low to initiate
a crisis:

Ps = F>(1*(EQ).

The probability that the status quo is peacefully revised igptiobability thatS, initiates

a crisis butS; appeases hetl — Ps) Pc (EQ). Finally, the probability that the status quo
is protected by the forceful act ¢ is the probability thatS, initiates a crisis but is then
forced to back down whefi; mobilizes:(1 — Ps)(1 — Pc (EQ)) Pe(EQ).
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