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Overview Because we want to study strategic coercion, we need a watgzan
strategic interaction. We learn how to use game trees t@sept stylized descrip-
tions of various strategic situations. We learn to distisguetween complete and
perfect information in order to specify what players knowenthey get to act. We
further learn how to transform situations of incompletemfiation (which we can-
not represent directly) into games of imperfect informatjavhich we can). | also
provide a brief history of game theory for fun.




Last time we learned that we shall be studystgategic coercion That is, how
nations can use force or threats to use force in pursuit afploétical objectives. In
other words, how nations can coerce others to comply witin tiehes. National
security concerns itself with not only gaining some wortlyeatives, but denying
opponents the opportunity to gain theirs. Because the owsafithese interactions
are jointly determined by the actions taken by everyoneluady we need to study
strategy That is, how does one choose an optimal action (an actiamihad lead
to a most preferred outcome) given that his opponent is aysagtto optimize his
action (an action that would lead to his most preferred aut)o

We now focus orstrategic interaction, which is the study of such interdepen-
dent decision-making. Generally, we shall find that getthreymost preferred out-
come is surprisingly difficult and in many cases an optimidtegy does the best
possible with the worst available.

Studying strategic interaction is difficult because ongisrmal course of action
depends on what the opponent is doing and vice versa. Thatisannot analyze
our strategy in isolation from the strategy of our opponé&hit the strategy of our
opponent in turn depends on what he thinks our strategy rsygoi be. Thus, we
have to analyzbothstrategies simultaneously, much like you would solve aegyist
of equations.

1 A Brief History of Game Theory

The tool for this purpose is calleghme theory, which, despite its frivolous name,
is a fairly serious branch of applied mathematics. Gamerthaltows us to ana-
lyze complex interdependent situations. The developmetitie theory began in
1944 when the genius mathematician John von Neumann wrot®la with the
economist Oscar Morgenstern. The book was calledory of Games and Eco-
nomic Behavigrand it laid the cornerstone of this discipline, which nowvaeles
economics, is widespread in political science and thezahkiology, and is making
steady inroads into sociology and anthropology.

What von Neumann and Morgenstern showed is especially usgialy showed
that given several reasonable assumptions about a plaggdsality, it is possible
to represent his preferences over risky choices with nusnfperyoffs orutilities),
and that choosing the best according to these preferen@spiigalent to choos-
ing the one that yields the highest expected utility (pgydixpected utility is the
number one obtains when one takes all possible outcomes lufiee;c multiplies
the payoff associated with each outcome by the probabifithat outcome occur-
ring, and then summing over these products. (We shall seemuws examples of
this later, so don’t worry if it's too abstract now.) In othgords, we can use stan-
dard mathematical techniques to find the choice that “maeamexpected utility.”
Rational players should make choices that maximize theieeeal utilities.



It is important to avoid a very common confusion about wh& theans. The
numbers attached to the various choices are fictitious, dbayot represent mone-
tary payoffs or some level of internal happiness (utilityhie sense of the Utilitar-
ians). Choosing an action because it maximizes the play#giity dloes not mean
that the player prefers that action to everything else bexduyields the highest
expected utility. Instead, it yields the highest expectglityubecause the player
prefers it to everything else. Preferences are fundamengaécted utilities are just
convenient representations of these preferences.

Given this representation, one can then attemgbteea game. Solving a game
means finding optimal (best) strategies for each of the ptayéon Neumann and
Morgenstern devised a method for solving a class of gamésicairictly compet-
itive” or zero sum These are games in which a gain for one of the players is an
automatic loss for the other player. Although interestiigs class of games is of
limited usefulness because most interactions are notsaaro-Game theory would
have remained a tiny branch of mathematics if it were not fatlaer mathemati-
cian.

Game theory, however, got an incredible boost in 1950 and &t&en John Nash
published two short papers, in which he proved the existehogtimal solutions
to a large class of games, both zero sum and non-zero sumsdlaison is what
we now callNash equilibrium The idea is elegant. Suppose we are given some
strategic situation to analyze. The description includesgs like: (a) who the
players are, (b) what their possible strategies are, (c} tieapossible outcomes
that can be reached through these strategies are, and (tgadtaplayer’s utility
for each outcome is. Given this description, we want to kndwatiactions the
players are going to take.

Nash equilibrium is a set of strategies, one for each plaserh that no player
can obtain a better payoff by unilaterally changing histetyg. In other words, each
player’s strategy is a best response to the strategies otltlee players. This means
that your optimal strategy is one such that given what yomooent is doing, you
have no incentive to switch to another strategy. The one y@using is giving you
the best possible outcome. If every player is using an opsitnategy, then the set
of strategies is called Nash equilibrium. We shall use thrscept, along with some
new modifications, to analyze various strategic situatidrmssolve a game means
to find its equilibrium (orequilibria if there are multiple solutions).

You may have noticed that the description above assumecktieay aspect of
the game was common knowledge to all the players. But in yealt are often
uncertain about things. We may not know, for example, whiatyuanother player
might be getting from a particular outcome. If we don’'t kndwat, we cannot
form expectations about what this player’'s optimal strateguld look like, and
therefore we won’t be able to determine our own optimal syt

So game theory ground to a halt until the U.S. government ¢eadm series of
studies that culminated with John Harsanyi's publicatibthoee papers in 1967-



68, in which he described how one could analyze games of iptiminformation.
The application of game theory then exploded.

It is worth repeating that the impetus from this developmesine from re-
searchers working for the U.S. government during the Cold Wsen they were
commissioned to find ways of analyzing the behavior of thei&@sv We shall be
following in the footsteps of these people.

2 TheModeling Enterprise

As | mentioned before, strategic thinking can be quite caxphnd the situations
that we try to analyze can involve a lot of factors that additilly complicate our ef-
forts to understand what our best options are. In other wevdsas all the students
of international relations before us, have to find a way taicedthis complexity
and make it manageable. This means that as analysts, wesishgllify reality by
ignoring aspects of it that we believe are unimportant ordiffocult to deal with
from the outset. Oumodel will be a theoretical construct designed to capture the
essence of the situation we want to analyze. Obviously, sextel is only as good
as the person constructing it: If that person misses songetspecially relevant,
then the model will fail to capture an important aspect ofitgaand its analysis
will be misleading, at best.

But how do we decide what an “important aspect of reality” is?a¥\fhakes one
aspect more important than another? The notion of impoeteted to the notion
of usefulness in the following sense. We construct models sgecific purposes in
mind. For instance, we may be interested in how rationalracan end up fighting
a war with each other. To analyze a crisis between two statesieed to simplify
reality somehow. But what can we discard and what must we patiirmodel?
What assumptions can we make without the danger of distootingesults?

One common simplification of reality is to treat statesuastary actors: that
is, treat them as if they are individuals instead of the caxm@rganizations that
they are. Surely this is a drastic simplification but is ittdring, does it produce
answers that are so far from reality that they are meaniaglad useless for our
task at hand?

This depends on the task: If our goal is to identify generalditions that make
war permissible, then this assumption may not be too bad. ifstance, if we
assume that the leadership of any state has an overridingegomo ensure that
the state survives and that the only way to ensure surviua igrocuring enough
military power (either by producing it internally or by oliang the protection of
powerful allies), then we can say that the internationalespscompels state leaders
to behave very similarly in general regardless of how thk&ites are organized.
The constraints on behavior imposed by the anarchic steictuthe international
system provide motivations that must be taken into accoyanly leader.



If, on the other hand, our task is to explain particular fgngpolicy choices; that
is, how leaders respond to these constraints in any givearostances, then clearly
the unitary actor assumption might be severely distortifig. answer questions
like: how should the U.S. get Iran not to produce nuclear waapnust take into
account, at the very least, the organization of Iran’s saptgaratus and decision-
making structures.

Simplification for purposes of explaining is akin to makingnap of a place.
What features you choose to retain and what features you ehoodiscard de-
pends on the purpose of the map. Suppose you need to know hget foom
Grand Central Station to the Metropolitan Museum in Manimatiameans of pub-
lic transport. A physical map with a detail representatibtearain elevations will
not be very useful for that purpose. A map listing touristaations will not be
useful either unless it includes bus and metro routes. Whatwemt is a map of
the public transit system, with the stations clearly markewd with some of the
most important landmarks identified (in case the stationenalwsest to a landmark
is different). This map is an extremely simplified view of Meattan, yet for your
purpose it is quite sufficient. Discarding topographic&imation is inconsequen-
tial.

In analyzing international politics, unfortunately, tggare a bit more difficult.
There is always a lot of controversy about what a useful maugposed to look
like. Hence, there is always a lot of disagreement about th&t appropriate ways
of simplifying reality. To deal with this problem, we will gage in thanodeling
enterprise: that is, the construction of a sequence of models, eacher lagtprox-
imation of reality than its predecessor. The idea is that kgl Hegin with very
simple models (that we know to ignore many important thingag analyze them
to obtain some insights about what we should expect ratactaks to do. We shall
then engage in a dialogue with empirics (historical casedisical analyses) to
figure out which of the missing elements seems most crucialti&h go back and
revise the model to account for that, and analyze it. We can fee whether the
original assumption was distorting.

It may turn out that we are getting essentially analogouslt®from the more
complex model. In that case, the original assumption wasmesleading and we
can keep it to retain simplicity and parsimony. We also knloat the conclusion is
more robust because it is not very sensitive to changingptiscular assumption.
This would be a very good thing to find out and it should incesasr confidence
about the usefulness of the insights produced by the model.

Alternatively, it may turn out that our conclusions changastically: that is, they
are very sensitive to that assumption. We can then turn meknpirics to judge
which of the two conclusions provides a better match emgiigic that is, which
model has a better fit with the data available. This empigc#trion may serve to
select one of the models as the more promising venue forgutsearch. Or we
may keep both and then relax another assumption to see howstrthie predictions



are. (The problem is that sometimes assumptions interactfoareseen ways and it
may be the case that relaxing one of them produces a modet wws the original
but relaxing two produces an improvement. If we discardedsétcond model on
empirical grounds after relaxing one of the assumptionsywyeld not get to the
third version which outperforms empirically the original.

With this interaction between theory and empirical/hisgt@rdata, we eventually
produce models that are adequate representations of r&t@igst situations for the
purposes at hand. The upshot of all this is that one shoulgudge one model in
isolation from this enterprise. Each model will have sompantant shortcomings,
but each is just a step toward our ultimate goal.

We shall have to make two important assumptions in order doged with the
modeling enterprise. First, we shall assume that actorsagi@al. Second, we
shall assume that they are intelligent.

3 Representing Preferences. Rationality and Expected Utility

The rationality assumption involves less than the everydage of that word im-
plies. All we want here is that actors have preferences o&gows possible out-
comes, and they pursue actions that are consistent with tireferences. That is,
they choose actions that are most likely to yield outcomegy tlike better. This
does not mean that actors will not make mistakes, and thenadily assumption
does not exclude the possibility that they do. What it doesuebecare irrational
(crazy) actors whose behavior has no relation to their gddiss is not to say that
there are no crazy people. But it is to say that if we assumeaiarsado not make
choices that have something to do with their preferences te have to abandon
all hope of comprehending such behavior. It will appear tedmpletely arbitrary
to us, and therefore unintelligible.

By rational preferences, we mean that the preferences ategically contradic-
tory. For example, suppose an actor expressed a prefer@ngedce over war and
war over unconditional surrender. Then it must be the castetltiis actor prefers
peace over unconditional surrender as well (that is, thieprece ordering is transi-
tive). If he instead expressed a preference for surrenderamace, we would deem
such an actor irrational. The second requirement is thaathers cannot refuse
to rank some outcome—that is, their preference ordering brisomplete. When
preferences satisfy these two requirements, we say thatatieeational.

It is important to emphasize that this definition of ratiotyahas nothing what-
soever to do with the actual content of these preferencgsaricular, it embodies
absolutely no normative judgment about their morality dies. Thus, the rational-
ity assumption does not exclude people like Hitler or Sadéarssein, who many
believe to be “irrational.” Disagreeing with an actor’s fgrences is not a basis to
declare that actor crazy. An actor may have preferences werfedeemably odi-



ous, for example, Hitler held the preference for externinggall the Jews to letting

them live. This may be pathological, but since he did purspeligy designed to

accomplish precisely that, he has to be judged rational msease: his actions
reflected his preferences. By the same token, a suicide bdmbkeareferences that
appear “irrational” to most of us: after all, we're not takerblowing ourselves up

in order to kill some civilians. However, from our formal gpective, a preference
for killing oneself in such a way can still be rational as lamit does not violate

the usual logical ordering.

These preferences aoedinal because they only require actors to rank the out-
comes. They do not require actors to specify intensity. \&itlordinal ranking a
guestion like “Just how much worse is war compared to peacthi® actor?” is
meaningless. Furthermore, these preferences do not tikadoount the fact that
actors may often be uncertain about the consequences ofigya&iticular choices,
and that their behavior will then depend on the subjectiaduation of risks.

How do we represent preferences for choices under unce®ads | mentioned
before, von Neumann and Morgenstern’s contribution is tmstiat we can assign
numbers to choices such that the choices that the actorptefethers also yield
higher expected utilities. To represent preferences m way, we introduce the
concept of a lottery, which is defined as follows. For eachsjixds outcome, the
lottery specifies the probability which which this outcomi wccur if this lottery
is “played.” The probabilities must sum up to one; that igh# lottery is played,
some outcome must occur. A risky choice then is essentib#ychoice which
lottery to “play.”

For instance, suppose there are two possible actions irsia:cattack or stand
down. Actor A believes that if he attacks, the probability that the oppor
will fight is 1/3, and if he does attack, the probability that the opponeritatthck
anyway isl/s. There are four possible outcomes:

1. If neither player attacks, peace prevails; the outconteaistatus quo (SQ).

2. If A attacks butB chooses not to fight; the outcome is capitulation By
(Cap).

3. If A does not attack buB does; the outcome is capitulation By(Cap,).
4. If A attacks and3 chooses to fight; the outcome is war (War).

From A’s perspective, the consequences of his choices are uimcdfthe attacks,
the result could be either war (with probabilitys) or capitulation byB (with prob-
ability 1 — 1/3 = 2/3). If he does not attack, the result could be either capituiat
by himself (with probability/,) or the status quo (with probability— 1/, = 3/4).
The risky choice to attack is a lotterk, , which assigns the probabilitys to War,
2/3 to Capg, and zero to the other two outcomes. Analogously, the rislojae not
to attack is another lottery,,, which assigns the probabilitys to Cap,, 3/4 to SQ,
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and zero to the other two outcomes. Acts choice depends on his preferences
over these two lotteries, not just one the preferences tveptitcomes, because
he must take into account the uncertainty (risk) involvedhia different choices.
The fundamental preferences here are over lotteries rdtharoutcomes because
the attitude toward risk as an intrinsic property of the widlial which cannot be
derived from other primitives.

We will maintain our basic rationality assumptions: preferes over lotteries
are transitive and complete. In addition, we have to makertew assumptions:
independencandcontinuity. Independence means that an actor’s preference over
two lotteries is not going to change if they are combined exstame way with a third
lottery. For instance, suppose thats currently conducting exercises for his armed
forces and there is a 1% chance that they will result in ardaotal triggering of an
unprovoked attack od. For simplicity, let’'s assume that this will certainly caus
to retaliate, so the outcome would be war. The maneuvers Geeng third lottery,
L3, which assign probability/100 to war, and®9/;9¢ to SQ.

Observe now that this third lottery modifies the existing &eofollows. Not at-
tacking could result in (accidental) war with 1% chance dritldoes not (which
happens with 99% chance), it could result in the outcomesead.p The new
lottery is L’,, which assigns probabilitigs01 to War,0.7425 to SQ, and).2475 to
Cap.! Analogously, attacking produces a new lottéry, which assigns probabil-
ities 0.34 to War, and).66 to Cag.? Independence requires thifitA preferredL,
to L,, then he should also prefér, to L),. Converselyjf A preferredL, to L,
then he should also prefér, to L. Intuitively, since the likelihood of accidental
war is the same whether or ndtescalates, the preference over the risky choices
involving accidental war is entirely determined by his prehce over the choices
without accidental war.

The second assumption is thataantinuity. Intuitively, it means that if we take
outcomes the player judges to be best and worst, then fonéeymediate outcome
there exists a probability such that the player will be indifferent between getting
the intermediate outcome with certainty and a lottery theldg the best outcome
with probability p and the worst outcome with probability— p. Let me give
a contrived example. Suppose there are three possibleratcol get $500, |
get $0, and | die. The claim is that there exists a probabjlituch that | would
be indifferent between getting $0 with certainty and a kgtie which | get $500

1To obtain the probabilities of the latter two outcomes, ribiat for SQ to occur, it must be
the case that accidental war does not occur (99% chamckeB does not attack deliberately (75%
chance), 00.99 x 0.75 = 0.7425. For Cap, to occur, accidental war must not occur aBdnust
attack deliberately0.99 x 0.25 = 0.2475. You should verify that the probabilities @f, add up to
1 so thatsomeoutcome is certain to occu@.01 + 0.7425 + 0.2475 = 1, as required.

2War can occur either by accident, with 1% chance, or wherdaotal war does not happen and
B fights: 0.99 x 1/3 = 0.33. Hence, the overall probability of war ¢s01 + 0.33 = 0.34. Also, for
Cap to occur, accidental war must not occur, aBanust capitulate0.99 x 2/3 = 0.66. To verify
all of this, observe that the probabilities sum up to oneggsired.
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million with probability p and get killed with probability — p. This magic number
p is clearly subjective and depends on the degree to which | @limguo run risks
of dying. For instance, suppose my salary is $500 per daytreatd know that the
probability of dying in a car accident while driving to wor& 1 in 50, 000 on any
particular day. On the other hand, | could stay home, failiéoia car crash, and
earn nothing. Obviously, | am willing to run some risk to getttork on any given
day in order to earn $500 for that day. The lottery from goiogvork kills me
with probability 1/50000 and gives me $500 with probabilit}999/50000. | know (by
revealed preference) that | prefer this lottery to one thatsgme $0 with certainty.

Suppose now that we increased the risk of dying to 2 in 50,000the new
lottery, | get $500 with probability*9998/50000 and get killed with complementary
probability. | am now offered this new lottery and the cert®d. It so happens that |
prefer the lottery. We now continue gradually making théelot riskier and riskier
until we reach some probability at which | declare that | am indifferent between
the lottery and the certain $0. This probability must exestduse | know that if the
risk of dying is too high, | will prefer the certain $0. For tasce, it might be the
case that | would not prefer the lottery if the probabilitydging exceeds 1 in 5,000.
In this casep = 4999/5090 makes me indifferent between the lottery involving the
best and worst outcomes, and the certain intermediate imetco

Given these assumptions, we can represent the best outciimé,whe worst
outcome with 0, and the intermediate outcome with the nunpbere just found.
If we have two intermediate choicasandy, we can find two numberg, andp,
such that the actor is indifferent between outconveith certainty and a lottery that
yields the best outcome with probabilipy. and the worst outcome with probability
1 — py, and the actor is also indifferent between outcoyneith certainty and a
lottery that yields the best outcome with probability and the worst outcome with
probability1 — p,. Observe now that if the actor prefergo y, it must be the case
that p, > p,. For instance, if | am offered $200 with certainty, | will no¢ as
willing to risk a car accident to get $500 as | am when the attive is $0. Hence,
D200 > po: to get me out on the freeway, the lure of ending up with $508trbe
stronger when my safe alternative is $200 than when my st#maltive is merely
$0. To put it another way, if my safe alternative is only $0.0uld be willing to run
higher risks to get $500 than if | am guaranteed $200 alrebduitively, among
lotteries that involve only the best and the worst outcomevags prefer those that
yield the best outcome with higher probability. When | prefieernativex to alter-
native y, the probabilityp, must be higher thap, as well. This correspondence
allows us to use these numbers to represent the preferetheesumberp, is the
utility of outcomex, and the numbep,, is the utility of outcomey. In my case, the
utility of getting $500 for sure is 1, the utility of dying is @nd the utility of $0 for
sure is4999/s000.2

3In fact, we can find equivalent representations by transfayrthese utilities as long as we keep



Von Neumann and Morgenstern then proved that if we assunenadity, in-
dependence, and continuity, then we can represent pretseaver the various
risky alternatives in the@xpected utilityform. That is, for each lottery (risky al-
ternative), we can compute the expected utility of thatelgttas follows: take
each possible outcome and multiply the utility we just ass@yto this outcome
by the probability with which this outcome occurs in the édoyt then sum over all
these products. For instance, the expected utility of ttterp“driving to work” is
EU(drive) = (1) X (49999/50000) + (0) X ( 1/50000) = 49999/50000. The expected utility
of staying home is EU(stayy (4999/5000) X (1) = 4999/5000 = 49999/50000 beCauUse
| get this outcome with certainty. Recall that | claimed tofprelriving to staying
and note that EU(drive)EU(stay), just as required. In other words, the expected
utilities from the two lotteries maintain the ordering of mgeferences over these
lotteries. On the other hand, if driving gets too dangerbwsuld stay home. | said
before that | would prefer to stay home if the risk of dying e /5000, SO SUp-
pose it is3/5000. If expected utilities represent the lotteries, it musthe ¢ase that
the expected utility from driving under these conditions/gse than the expected
utility of staying. With the new risk, EU(drivex (4997/5000) X (1) + (3/5000) X (0) =
4997/5000, Which is clearly smaller than EU(stay) 4999/5000 as found before.
Again, the expected utility form represents my preferences

Itis crucial to observe two things. First, the utilities &meroughly subjective and
depend on my innate propensity to run risks. Second, as tra@e above shows,
when | choose to drive under the original conditions, ihi because the risky
option gives me a higher expected utility. Instead, it gines a higher expected
utility because | prefer it to the safe option. Choosing th&oopthat yields the
highest expected utility is equivalent to saying that | amaging the option that
| prefer to every other option, i.e., what a rational actargtl be doing. Hence,
when actors maximize utility, they are not actually striyto achieve the maximum
amount of internal happiness or money. Itis just a conversieort-hand for saying
that they are pursuing the best possible course of actioarunttertainty.

The second assumption is that actors are intelligent, wikiahsay, they under-
stand the situation at least as good as the analyst. In plarti¢chis will mean that
they see the situation in the same way we see it, and hencaalyss of it should
make their actions intelligible to us. This is not as heramaasumption as it may
seem. Again, there is (regrettably) no shortage of stupaples of people who
regularly fail to understand even the simplest things, oo are very likely to
misperceive the situation. Still, we should not assumedbtrs are systematically
dumb for otherwise (again) we have no basis on which to formexpectations
about their behavior, and no hope for explaining any sodiaaon. | think it's
a pretty safe assumption to think that most people are quiédligent most of the
time.

the transformations linear.
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With all these things in mind, we want to learn how to analyiagasions involv-
ing rational and intelligent actors in the sense just desci Remember that we
will engage in a modeling enterprise, and so some of our ficgtets will seem like
toys that hardly capture any essence about any situatiometts, we shall also
move very quickly to rectify that by incorporating progriesesy more and more
interesting aspects of the situation we want to analyze. lBef@ move on to the
analysis, we have to learn how to simplify reality.

4 Representing Strategic Situations. The Game Tree

The first step in analyzing a strategic situation is to déscti That is, we want to
know the following things about it:

1. Who are the players involved in this game?
. What are the actions these players can take?

. What is the sequence of play? That is, when do players get?o a

2
3
4. What are the outcomes? How do the actions jointly deterthiemm?
5. What are the payoffs players receive from each outcome?

6

. What do players know about each other?

One easy way to describe a simple situation is wigiaae in extensive formor a
gametree. Suppose we want to describe an international crisis betivee states,
say the US and the USSR. Thus, we have two players. To keepptesisuppose
that in this crisis, each player can escalate the situatidtmack down. That is, each
player has two possible strategies: “escalate” (denotefi ligr the US ande for
the USSR) or “back down” (denoted byE for the US and~e for the USSR). We
shall use upper and lowercase letters to help keep tracleadéntity of the player
when we specify the action.

For the order of play, we have five possibilities: (1) US act fichoosing either
E or ~E), and the USSR, after observing this action, chooses nexth¢2JSSR
acts first and the US acts second after observing its actymhé US acts first and
the USSR acts secomwidthout knowing what the US did; (4) the USSR acts first
and the US acts secondthout knowing what the USSR did; and (5) the US and
the USSR act simultaneously.

After a little bit of thought, it should be obvious that pdssties (3), (4), and
(5) represent the same situation. Namely, they describesoakere each player
implements his strategyithout knowing what his opponent’s action isdoes not
matter who goes first if players do not observe the opponewstien. Therefore,
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(c) US and USSR Move Without Knowing
Their Opponent’s Action

Figure 1. The Three Possible Sequences of the Crisis Game.

we really have three cases to consider for sequencing. Saikg game trees to
represent them, as in Figure 1.

Note that in the last of three game trees we could easily exgshghe player
labels without changing the description of the situatioher® is no first or second
mover in both cases. The dotted line is calledraior mation set and it represents
what the player knows when it is his turn to move. In this céise, USSR knows
that it has to move but does not know at which node in the in&tion set it is
because it does not know whether the US has pla&/ed~E. (Note that when the
US moves it also does not know what the USSR has done.)

The information sets in the other games arsiafletondecause they all contain
exactly one node. This means that when a player is about te nitoknows what
the other player has done. For example, in (a), the USSR lamfarmation sets:
one follows actionE by the US, and the other after actisrE. Similarly, in (b), the
US has two information sets. In (c), the USSR has only onagmmédion set, which
contains both nodes.

When the game has information sets that are not singletonsawéhat it is a
game ofimperfect information. That is, players do not know perfectly what other
players have done. If all information sets are singletdmes it is a game of perfect
information. In our example, (a) and (b) are games of peifédotmation, and (c)
is a game of imperfect information.

The game trees describe the players, their actions, themet, and what they
know about the sequence of play. All three games have fowsilplesoutcomes:
(1) both players escalate, (2) US escalates and USSR basks (B) USSR esca-
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lates and US backs down, and (4) both back down. The see etmin simply
trace the sequence of actions starting from the top of theega®e {nitial node)
and going to the bottom. The four nodes at the bottom arectcsdfeninal nodes
because they denote the termination of the game. Once the gjaas (that is, once
a terminal node has been reached), we say that the corresgp@uicome has been
realized

We now have to determine how players rank the possibteomes of the game
(which correspond to the terminal nodes). Think about theabn we are trying
to represent.

It is an international crisis. If both countries escalatar would erupt. This out-
come, labeled “war,” is the worst possible for both playdérene country escalates
and the other backs down, then the country that stands firns gaiprestige and
from the resolution of the crisis in its favor, while the cayrthat submits loses in
both. From the perspective of the country that stood firmptiteome is “victory”
and from the perspective of the country that submitted, titeame is “capitula-
tion”. Victory is better than capitulation and capitulatiis better than war (because
it avoids the enormous costs of fighting). If neither playscagates, then the out-
come is the “status quo” for each. The status quo is betterdhpitulation and war
but worse than victory.

Using familiar mathematical notation, we can write the iagkof these out-
comes as follows:

Victory > Status Quo- Capitulation> War

As we know from before, we can now assign numbers to thesomas. Any
numbers will do, as long as their ordinal relationship prese the ranking of the
outcomes. Here are several examples: Note that we don'thocavdar apart each

Victory > Status Quo > Capitulation > War

3 > 2 > 1 > 0
124 > 11 > 0 > -1
-1 > —56 > —57 > —10003

1 > 0 > -1 > =5

number is from the others (that is, thegrdinal values), we only care about their
ranking (that is, theiordinal values).

Obviously, some numbers are easier to work with than otl@ne.common way
of coming up with these numbers (first row) is to start with tix@rst outcome,
assign it a value of zero, and then continue working upwaaddjng one to each
previous outcome. Another common way (last row) is to statt wWhe outcome
where “nothing has changed” and assign it a value of zeroflamassign simple
numbers that would preserve the rest of the ordering. Thiseigsnethod we shall
use here.
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We take the numbers we have assigned to the outcomes andhglengin our
game description (the game trees). Each outcome is deddnjbe set of payoffs,
one for each player. In our example, each outcome is a pagydifs, one for the
US and another for the USSR. We use the following conventionedch outcome,
the payoffs are listed in the order the players appear in #meeg For example, if
the US is the first player (listed on top of the game tree), therirst number in the
pair specifies the US’s payoff and the second number spethiee6lSSR payoff.

Figure 2 shows the revised game trees, with the payoffshatthto the terminal
nodes (outcomes).

USSR
e ~e
us us
~5-51,-1 —1,1 0,0 ~5-51,-1 —1,1 0,0

(a) US Moves First, USSR Moves Second(b) USSR Moves First, US Moves Second

—5,-51,-1 -1,1 0,0

(c) US and USSR Move Without Knowing
Their Opponent’s Action

Figure 2: The Three Possible Sequences of the Crisis Gamie RAjtoffs.

One easy way of labeling outcomes is by the sequence of adtia produce
them. For example, the outcomear is produced if both players escalate; that
is, if both players choose their escalatory action. The mute can therefore be
represented by the pair of strategids, ¢). This pair is called atrategy profile
The order in which the strategies are listed in the profilaéssame order in which
payoffs are listed: first comes the strategy of the playecifpd first at the top of

the tree, and then come the other players, in the order eter@gnas we work our
way downwards through the tree.
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5 Representing Incomplete Information

If, in addition to their own payoffs, players know their opamt’s payoffs, we call
the situation a game @bmpleteinformation. As we have seen already, a game of
complete information may be a game of perfect or imperfdormation. If a player
does not know the payoffs of his opponent, then the game isobnecomplete
information. Saying that a player does not know the payoffs of his oppbizen
equivalent to saying that the player does not know that opptspreferences.

5.1 Typesand Beliefs

For instance, in our example, the US may not know whether t8&R) prefers
capitulation to war or vice versa. Suppose that the USSR eagither a “tough”
type (which prefers war to capitulation) or “weak” (prefeegpitulation to war):

USSR weak Victory > Status Quo- Capitulation> War
USSR tough Victory > Status Quo- War > Capitulation

The optimal behavior of a weak opponent will probably beeatight from the op-
timal behavior of a tough opponent. So, how is the US to amatliis situation?
How do we even represent this with a game tree? This is theuggtopn that held
back game theory for over two decades until Harsanyi cammegadad showed how
one could model such situations and analyze them.

Using our way of assigning utilities, we can get two sets ahbars to represent
these preferences.

USSR weak | Victory > Status Quo > Capitulation > War
1 > 0 > -1 > —5
USSR tough Victory > Status Quo > War > Capitulation
1 > 0 > -1 > —5

We now have two distinct situations: (1) the US is facing agtoWSSR, and (2)
the US is facing a weak USSR. Let’s suppose that the US getsve firet. With
our method, we can easily write the game trees for these,Eglme 3.

The only difference between the two games are the USSR saydfie branches
of the trees following escalation by the US. This makes sbasause the difference
of preferences between weak and tough types is for the twenmaés that involve
escalation by US. The preferences for the outcomes thaltvendS backing down
are the same regardless of USSR'’s type.

Well, we have two games now, but really only one situationwtdo we combine
them? The US isincertain about whichtype it might be facing: the USSR may
be weak or may be tough. Even though the US does not know fervghich type
it is playing against, it will form aelief about it. That is, the US believes that the
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—5,-5 1,-1 —-1,1 0,0 -5,—-11,-5 -1,1 0,0
(a) USis Facing a Weak USSR (b) US is Facing a Tough USSR

Figure 3: The Two Possible Situations.

USSR is tough with some probabiligy and is weak with probability — p, where
p is a number between 0 and 1. For example, suppose the USdsetieat both
types are equally likely, then we would uge= 1/. If the US believes that the
likelihood of the USSR being weak is 75%, then we would pse 0.25, which is
another way of saying that the USSR is tough with probab2i%o and weak with
probability 75%. Note thap = 0 represents the limiting case where the US knows
for sure that the USSR is weak, apd= 1 represents the other limiting case where
the US knows for sure that the USSR is tough. By varypnigetween 0 and 1, we
can represent the entire spectrum of possible beliefs di e

Where do these beliefs come from? Mostly from past experieHat is, actors
have observed each other in similar situations, have dérefated verbal state-
ments, behavior of political audiences, alliances, andosiif all this knowledge
is then summarized in an estimate of the opponent that ¢otestithe prior belief.
For example, suppose the US faces down the USSR in a cris@arnnlk the USSR
weak or tough? Who knows? However, past experience (e.g.thatiireeks, in
Berlin, toward the Iranians, etc.) suggests that it is mdeelyi that the USSR is
weak and so would prefer to capitulate rather than fight. detiee US would be-
gin the game with an estimate that the USSR is very likely tavbak, sayp = .15,
which means there is an 85% chance the USSR is weak. Obvjthis$e estimates
are pretty rough, and we can actually represent variougdsgf uncertainty math-
ematically (although we won't do it in this class to keep gsrsimple).

The situation is quite complicated when there is very littesis on which to form
these beliefs. For example, the Palestinians are set toeeteplacement for Yasser
Arafat. Although most analysts judge Mahmoud Abbas to beenmaoderate than
Arafat, the simple fact is that we do not yet know what his @refhces really are.
This will only be revealed by his policies once he is in offifave want to design
our policy before this happens, we have to form some bel@fg plausible thing
to do in the face of such uncertainty is to assume that he iallggiikely to be
moderate and extreme. Or, we could follow the journaligts, @ssume he is much
more likely to be moderate. In other words, there is an argiaring out what these
beliefs are. This is why we shall analyze our games for albiids beliefs: that
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is to say, we shall not assume a particular value for themwillinstead analyze
everything in terms of the parameterthat represents the beliefs. When we move
back to the empirical realm, we shall “plug in” values tha¢rseappropriate, and
our analysis would then yield a particular result for theskelfs.

5.2 Representing Beliefs

It is worth noting that the USSR knows its type but the US oray this belief about
the possible distribution of types. Harsanyi showed thataretransform this game
of incomplete information into a game of imperfect inforioat which we already
know how to describe. To do this, we introducéditious playercalled “Nature”
(or sometimes called “chance”). This player moves first agieinines the types
of players. Some players learn the outcome of that move lneretdo not. For
example, in our case, Nature determines the type of the US8kha USSR learns
its type while the US does not. However, the US believes tiatiSSR is rough
with probability p, which is another way of saying that it believes Nature clese
tough USSR with this probability, as shown in Figure 4.

N

Figure 4: Nature Chooses Tough USSR with Probabpity

We now have everything in place to represent the situaticauee the move by
Nature determines which of the two games in Figure 3 is algtbaing played. If
Nature selects a tough USSR, then the game in Figure 3 (a)yishland if Nature
chooses a weak USSR, then the game in Figure 3 (b) is beingdblaiyatting
everything together, yields the tree of our incompletenmiation game transformed
into a game of imperfect information, as shown in Figure 5.

—-5,—-1 1,-5 -1,1 0,0 -5,-51,-1 -1,1 0,0
Figure 5: Incomplete Information and Observable Move byrifbiimed Player.
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Note that there is no payoff for Nature because this fict#iplayer is only used
to model uncertainty. Also, the information set for the UBresents the idea that
when the US gets to move, it does not know which type of USSRseketed by
Nature. All it knows is that it is at the left node with probbtyi p» and at the right
node with probabilityl — p. Further, because the US moves first, it also does not
know the action of the USSR either.

The USSR, on the other hand, knows everything about the isitubécause all
its information sets (four of them) are singletons. This nethat it knows both its
type and the action taken by the US. Whenever the USSR getsue, ihdas both
perfect and complete information, sometimes referred falasmformation

5.3 Example: Neither Player Knowsthe Other’'sMove

Suppose we wanted to represent a situation where the USd@sjptete informa-
tion about the USSR, and both players have imperfect infaomaflhat is, when
taking their actions, they do not know what the other plagedaing. The only
difference from the previous example is that now the USSR ame know what
the US has done although it still knows its type selected hyiiéa Figure 6 shows
the corresponding game tree.

tough

—5,—-1 1,-5 -1,1 0,0 —5,-51,-1 —-1,1 0,0
Figure 6: Incomplete Information and No Observable Moves.

USSR now has two information sets, and each one containsadesn Let's see
what these represent. Consider the information set on the \l'¢hen the USSR
gets to move in this set, it only knows that Nature has playeddh” but does not
know whether the US has playdtlor ~ E. Consider now the information set on
the right. When the USSR gets to move at this set, it only kndwas Nature has
played “weak” but does not know whether the US has plagear ~E. In other
words, whenever the USSR gets to move in this game, it kn@aitgpe (the move
by Nature) but not the move by the US, which is what we wantetktzribe in the
first place.
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54 Example: USKnowsMove by USSR

Suppose we wanted to represent a situation where the USd@shete informa-
tion about the USSR but the USSR moves first and the US obséswasve before
acting. Caution: this is a bit tricky!

As before, Nature moves first and determines the type of USB&h,the USSR
learns its type and selects an action. The US sees the aakien by the USSR but
does not know which type of USSR actually took it. The quesisosimply where
to draw the information sets that properly represent thission.

—1,-51,-1 -5,1 0,0 —5,-51,-1 -1,1 0,0
Figure 7: Incomplete Information and Observable Move byimfed Player.

The USSR has two information sets, each of which are singgetthe USSR
knows its type. However, because it moves first, it does notktime action by the
US. The US also has two information sets, one following eatiom by the USSR:
the US knows the action taken by the USSR. Each such set cemtamodes: the
US does not know whether the tough or the weak type has takeadtion.

For example, consider the US information set on the left.otitains the node
following “tough” by Nature ana by the USSR, and the node following “weak”
by Nature ancd by the USSR. In other words, when the US gets to move at this
information set, it knows that the USSR has chosé&at does not know whether it
is weak or tough.

It is this type of game that we shall find of great interest leait involves
signaling To see this, note that when the USSR moves, it knows its tydeita
knows that the US does not know its type. Therefore, it wijheot that the US
will try to infer something about the USSR’s type from its aa. In other words,
the US will carefully observe what the USSR does, and wilhthevise its prior
beliefs before choosing how to respond. Presumably, the dtiSrawill depend
on how likely it believes the USSR to be tough. If that likeldd is great, then
perhaps the US will be more accommodative. So, the USSR waibgbly attempt
to signal that it is tough by taking an appropriate actione phoblem, of course,
is that the US knows this, so it will not take just any actiorfaate value because
it may be the case that the USSR is just pretending to be touglder to extract
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concessions. This means that the US will probably take e€ti@signed to screen
out its opponent’s type: that is, actions that would causmugh USSR to respond
in one way, and a weak USSR to respond in another. But the USSW®skthis,
so its initial action will have to take into account thesésis. As you can see, it
gets pretty complicated pretty fast. But that’s the esseha@ mternational crisis:
there is incomplete information and actors trying to uncavieat they do not know
about each other. As we shall see, this makes for a very riskgton.

6 Summary

We have to simplify reality in order to deal with it. The moitel enterprise pro-
vides for a disciplined way of doing so through repeatedratigon between ab-
stract models and empirical data that is used to refine theennWét assume actors
are rational and intelligent although we do not have to assthmy never make
mistakes. That is, we assume they know what they like bedtilair actions are
designed to achieve their goals.

A model is an abstract stylization of real strategic sitatnd it is designed in
a way to capture what the analyst believes to be its essenagdér to analyze a
model, we have to find a way to represent this situation fdgmVe learned how
to do this with the help of game trees. To describe a situatitiha game tree, we
need to know:

1. the players,
their options,
the outcomes,
the players’ payoffs,
what players know,
in what sequence they move.
The players may not know two aspects of the game when thep gadvte: (a) they
may not know what actions the other players have taken, dh@y) may not know
the payoffs of the other players. When all players obsenasctitbns leading to their
information sets, the game is one of perfect information. kvak players know
all players’ payoffs, it is a game of complete information.gAme of incomplete
information is transformed into a game of imperfect infotima by the introduction
of a fictitious player called Nature.

Now that we know how to describe various situations, we nmesstri to analyze
them. That is, how can we expect players to behave in a givategtc situation.
We shall make heavy use of game trees in our analyses.

oOghswWN
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