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 Introduction to the Study 
of War     

1

     War has been a persistent pattern of interaction between and within states 
and other political units for millennia. In its many varieties, it is probably 
the most destructive form of human behavior. War kills people, destroys 
resources, retards economic development, ruins environments, spreads 
disease, expands governments, militarizes societies, reshapes cultures, dis-
rupts families, and traumatizes people. Preparation for war, whether for 
conquest or for protection, diverts valued resources from more constructive 
social activities, and it often undermines security rather than enhances it. 

 War also has a profound impact on the evolution of world politics and 
the behavior of states. Over the years it has been one of the primary mecha-
nisms for change in the world system, through its impact on both the dis-
tribution of military power and wealth and the structure of the world 
economy. War also has a profound impact on the institutional structures 
and cultures of states, and it has played a key role in the birth and death 
of many states. We cannot understand the development of the modern 
nation - state system four or fi ve centuries ago, or of earlier or more recent 
states, in the absence of patterns of warfare. As Tilly ( 1975 :42) argued, 
 “ war made the state, and the state made war. ”  

 It is hard to imagine what life would have been like in the late twentieth 
century in the absence of World War I and World War II, which had such 
profound effects on the global system and on domestic societies. The same 
can be said for the Cold War. For nearly a half century it shaped both 
international and domestic politics and cultures, not only in the United 
States and the Soviet Union but also in Western Europe and the Third 
World (Weart,  1989 ). The development of new states in the contemporary 
era continues to be infl uenced by warfare and preparations for war. With 
the proliferation of nuclear weapons, and with the threat of the acquisition 
of nuclear weapons by terrorist groups and  “ rogue states, ”  new threats to 
the security of even the most powerful states in the system have emerged. 
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The proliferation of civil wars and confl icts involving  “ non - state ”  actors 
has changed life throughout the developing world. A better understanding 
of the causes of war is a necessary fi rst step if we are to have any hope of 
reducing the occurrence of war and perhaps mitigating its severity and 
consequences. 

 The unquestioned importance of war as a social phenomenon has led 
scholars, journalists, and others to devote enormous amounts of intellectual 
energy in attempt to better understand the nature of war and its causes. 
Ever since Thucydides  (1996)  wrote his  History of the Peloponnesian War  
over 2,400 years ago in an attempt to explain the great war between Athens 
and Sparta (431 – 404 BCE), scholars from a wide range of disciplines  –  
philosophy, history, political science, theology, anthropology, sociology, 
psychology, economics, mathematics, biology, literature, and others  –  have 
engaged the questions of what causes war and how humankind might 
eliminate war or at least bring it under greater control. Their efforts have 
led to a proliferation of theories but to no consensus as to the causes of 
war or of other forms of social violence. 

 Scholars disagree not only on the specifi c causes of war, but also on how 
to approach the study of war. It is not surprising that there are divisions 
between scholars in different countries (W æ ver,  1998 ) and in different 
disciplines  –  that psychologists generally emphasize psychological factors, 
that economists emphasize economic factors, that anthropologists empha-
size cultural factors, and so on. We also fi nd enormous differences within 
each discipline. Scholars debate not only what the causes of war are, but 
also what theoretical approaches and methodologies are best suited to 
identifying those causes. The only consensus that seems to be emerging is 
that the question of the causes of war is enormously complex, although a 
minority of scholars question even that. Scholarly debate goes on, but the 
scourge of war continues. 

 The complexity of the question of the causes of war is compounded if 
we consider the many different forms of war. Most of the scholarly research 
on war since the time of Thucydides has focused on wars between states. 
Interstate wars dominated the study of war in political science until the last 
couple of decades, even though civil wars have actually been more frequent 
than interstate wars during most periods (Levy and Thompson,  2010b ), 
and dramatically so in the last half century (Sarkees, Wayman, and Singer, 
 2003 ; Human Security Centre,  2005 ; Hewitt, Wilkenfeld, and Gurr,  2008 ). 
If we broaden our focus from interstate war to include civil war, colonial 
war, ethnic war, tribal war, and other forms of warfare, the question of the 
causes of war becomes even more complex. Although each of these forms 
of warfare shares some common elements (for example, the use of military 
force is usually seen as a strategy for advancing group interests), there are 
important differences as well. 
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 Differences across types of war are particularly clear in the scholarly 
literature on interstate war and civil war. As we demonstrate later in this 
book, theories of interstate war emphasize fundamentally different factors 
than do theories of civil wars. To take just one example, the emphasis on 
the distribution of military power in the international system that is so 
common in discussions of the causes of interstate war, particularly great 
power wars, is given relatively little emphasis in theories of civil war. Simi-
larly, the key variables of levels of economic and social welfare, which are 
critical in much of the literature on civil war, are given much less attention 
by scholars who study interstate war. As a result, most of the contemporary 
literature on war focuses either on interstate war or on civil war, but not 
on both. 

 With the changing nature of warfare, we believe that no general book 
on war is complete without some treatment of both interstate war and civil 
war. For that reason we break with the scholarly norm and include discus-
sions of both. Still, we give most of our attention to interstate war, for a 
variety of reasons. More than any other form of warfare, interstate wars 
have shaped the evolution of the modern international system. This has 
made them the central focus of scholarly attention and debate for several 
centuries. Thus the literature on the causes of interstate war is intimately 
tied to the literature on international relations theory that has developed 
during the past 60 years. It is only recently that international relations theo-
rists have engaged the question of the causes and consequences of civil war. 
Prior to that, students of comparative politics had a monopoly on the study 
of civil war, and for many years their approach was more descriptive than 
theoretical. The fact that little consensus has emerged on the causes of 
interstate war is another strong argument for continuing to study it. 

 There are other considerations as well. Though it has been declining in 
frequency, interstate war continues to have a profound effect on the con-
temporary world. The United States has already fought two interstate wars 
in the fi rst decade of the new century  –  against the Taliban government of 
Afghanistan in 2001 and against the Iraqi government in 2003  –  and each 
war evolved into an internationalized civil war in which the United States 
was deeply involved. The Iraq war contributed to enormous human costs, 
a signifi cant decline in US prestige around the world, political divisions at 
home, and economic costs that contributed to its declining economic for-
tunes. As we write in summer 2009, analysts debate whether it will be 
possible for the US to win the ongoing internationalized civil war in Afghan-
istan. Elsewhere, the Russian – Georgian war of fall 2008 signaled a renewed 
Russian assertiveness in international politics and sent shock waves through 
the West. 

 In addition, a brief survey of the world suggests a number of  “ fl ash 
points ”  that could trigger an interstate war, and some of these carry a 
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signifi cant risk of escalation to a broader confl ict. We have almost certainly 
not seen the end of Palestinian – Israeli confl icts, which recently led to short 
wars in Lebanon involving Hezbollah in 2006 and in Gaza involving Hamas 
in 2008 – 09, and the potential for one of these confl icts to draw in other 
Arab states cannot be discounted. 

 The prospective proliferation of nuclear weapons involves other possible 
fl ash points. When Israel suspected that Syria was in the early stages of 
developing a nuclear program, it launched a limited preventive strike against 
a Syrian facility in September 2007. 1  In response to the development of 
Iran ’ s nuclear program, which most observers believe is within a few years 
of becoming operational, and to Iranian President Ahmadinejad ’ s open call 
for the destruction of Israel, Israel has threatened to launch a preventive 
strike against Iran. The United States strongly prefers non - military means 
of preventing Iran from acquiring nuclear weapons, but it has thus far 
refused to take the military option  “ off the table. ”  

 One also thinks of the Indo – Pakistani rivalry, which has already led to 
three major wars in the past 60 years (1948, 1965, 1971) and which is 
increasingly dangerous because both sides have nuclear weapons and 
because of domestic instability within Pakistan. The rivalry led to a war 
over Kargil in 1999 and to high levels of tensions at other times, including 
after the deadly terrorist attack on Mumbai in 2008. It is known that 
Pakistani citizens led the attack, and India charges that Pakistani security 
forces trained and equipped the terrorists. Other possible danger points are 
located in the Far East. One is the Korean Peninsula, with a nuclear - armed 
North Korea often acting in unpredictable ways. Still another danger is the 
dispute between China and Taiwan over the political status of the latter, 
which has enormous implications for US – China relations, particularly in 
the context of the possibility of a  “ power transition ”  involving the ascend-
ancy of China over the United States within a few decades. 

 Thus while interstate war is not likely to be the most frequent form of 
warfare in the upcoming years, it has the potential to be the most destruc-
tive in human and economic terms. A war involving advanced nuclear states 
could be the most catastrophic war in history and fundamentally change 
human life as we have known it. Thus we devote most of our attention to 
interstate war, while reserving some attention to the phenomenon of civil 
war, which continues to occur on a regular basis. 

 We proceed as follows. In the rest of this chapter we provide a theoretical 
and historical context for our study of the causes of war. We defi ne war 
and identify some of its primary characteristics. We then attempt to describe 
the changing nature of war over time, in order to put our extensive treat-
ment of interstate war and briefer discussion of civil war in a broader 
historical context. Next we summarize the levels - of - analysis framework 
that we use for organizing our survey of the causes of war. Then in 
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subsequent chapters we examine some of the leading theories of interstate 
wars. Our aim is not to present our own theory of war, but rather to survey 
some of the most infl uential theories advanced by scholars over the years 
and to point out some of the limitations of each of those theories. We give 
particular attention to the theories developed by international relations 
scholars in political science, but we also include important theoretical work 
from other disciplines as well.  

  What is War? 

 If our aim is to explain the causes of war, we must begin with a brief defi ni-
tion of the subject of our inquiry. We defi ne war broadly as  sustained, 
coordinated violence between political organizations . 2  Such a defi nition 
includes great power wars like World War I, colonial wars like those fought 
by the European great powers in Africa and Asia from the eighteenth 
century to early twentieth century, civil wars like those in the United States 
in the nineteenth century or in the Congo or in Yugoslavia in the 1990s, 3  
organized insurgencies like the one against American forces in the Iraq War, 
tribal wars among pre - modern societies, and a wide variety of other forms 
of violence. This defi nition has several component parts, and it would be 
useful to examine each of them individually. 

 First, and most obviously, war is violent. It involves the use of force to 
kill and injure people and destroy military and economic resources. The 
German military theorist Carl von Clausewitz ( [1832]1976 :89) ended the 
fi rst chapter of his famous book  On War  by identifying  “ primordial vio-
lence ”  as the fi rst element of a  “ trinity ”  of  “ dominant tendencies ”  of 
warfare. 4  That violence has the potential to be quite extreme. Earlier in the 
same chapter Clausewitz argued    (p. 77)  that  “ war is an act of force, and 
there is no logical limit to the application of that force. ”  

 The element of violence in warfare separates it from other forms of 
intergroup and interstate confl ict. Confl icts of interests  –  over power, ter-
ritory, resources, and more symbolic issues  –  are common in world politics. 
Rivalries involving sustained and hostile competitions between actors are 
also common, as are threats of force by actors in an attempt to resolve 
disputes in their own favor. 5  But confl icts of interests, rivalries, disputes, 
and threats of force do not become a war unless they involve sustained 
violence. The  “ Cold War ”  between the United States and the Soviet Union 
was a rivalry, not a war. 6  Indeed, one of the distinctive features of the Cold 
War was the fact that the US – Soviet rivalry, unlike most previous rivalries 
between the leading states in the system, did not escalate to war. This is 
something that many scholars have spent a great deal of time trying to 
explain, with little agreement (Gaddis,  1987 ). 
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 To take another example, the Arab – Israeli confl ict goes back to the 
founding of the state of Israel in 1948 and beyond. Yet we would not 
describe it as a continuous war. Rather, it is a confl ict or rivalry that has 
involved frequent low - level military activity, including armed incursions 
across borders and subsequent retaliations, but that has also been punctu-
ated by a number of well - defi ned wars. The most prominent of these are 
the wars of 1948, 1956, 1967, 1973, and 1982, though we would probably 
also include as wars the Israeli confl icts in Lebanon in 2006 and in Gaza 
in 2008 – 09. The point is that confl icts of interests and rivalries are fairly 
common, whereas wars are not. Explaining why some rivalries, confl icts, 
or disputes lead to war while others do not is an important question. This 
makes it all the more important to defi ne war as a separate concept, distinct 
from confl ict or rivalry. 

 Another component of our defi nition of war involves the apparently 
innocuous word that follows violence in our defi nition  –   “ between. ”  Yet 
this element of the defi nition is far from trivial. It indicates that violence 
must be reciprocated for it to qualify as war. A war is  between  two political 
organizations. If the target of the initial violence does not fi ght back, we 
do not normally call it a war. The Hungarian army forcibly resisted the 
Soviet invasion in 1956, and consequently scholars refer to the violent 
struggle that followed as the Russo – Hungarian War (Singer and Small, 
 1972 ). The Czechoslovakian army did not forcibly resist the Soviet invasion 
in 1968, and consequently we describe this as the Soviet invasion of (or 
intervention in) Czechoslovakia, but not as a war. To take another example, 
in 1981 Israel bombed an Iraqi nuclear reactor, with the aim of destroying 
the facility before it could become operational. Iraq did not respond mili-
tarily, in part because it was already engaged in a war with Iran. For that 
reason, scholars refer to the Israeli action as a preventive strike but not as 
a war. 

 Thus we treat war as the joint outcome of the behavior of two or more 
actors. In an alternative use of the concept, scholars sometimes talk about 
war as a strategy rather than as an outcome (Vasquez,  1993 : chap. 1). Here 
the question is why a state or other political organization adopts a strategy 
involving the substantial use of military force rather than some other strat-
egy. In speaking of war as a strategy, it is generally assumed that military 
action will be resisted. If it is not resisted, however, most scholars would 
not refer to the outcome as a war. 

 This brings us to the actors who engage in war. The actors are organi-
zations, not individuals. Individuals do the actual fi ghting, but they fi ght 
on behalf of a larger collective political unit, under the direction and coor-
dination of political and/or military leaders, to advance the goals of the 
collectivity, or at least of its leadership. An individual who acts on his own 
to kill a border guard, or who crosses a border to kill citizens of another 
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political system, is not engaging in war. But if that individual is part of a 
political system ’ s formal military organization, and that military organiza-
tion engages in a sustained campaign of violence against the military 
organization of another state or another organized group, we would call 
it a war. 

 Most books on the history of war in the modern era (which historians 
date from about 1500 on) focus on interstate wars, with particular attention 
to interstate wars between the great powers, the most powerful states 
in the system. 7  These wars were the primary focus of Clausewitz 
( [1832]1976 ), who wrote after the experience of the French Revolutionary 
and Napoleonic Wars (1792 – 1815) and who emphasized the importance 
of major battles between the armies of the leading states in the system. 8  
Interstate wars, however, constitute only one manifestation of the wide 
variety of sustained, coordinated violence that we observe over the 
millennia. 

 In addition to fi ghting other states in interstate wars, states fi ght domestic 
challengers in internal or civil wars for the control of the state or for seces-
sion from the state. Those domestic challengers may fi ght each other. States 
may also fi ght non - state entities in their external environments, as illus-
trated by the current US wars against al Qaeda and against the Taliban 
insurgency in Afghanistan, and by the frequent armed confl icts between 
the state of Israel and the Palestinian authority and other non - state actors 
such as Hezbollah and Hamas. Wars may involve many of these elements 
simultaneously. The Iraq War started out as an interstate war (between the 
United States and the Iraqi government of Saddam Hussein) but then 
involved a domestic insurgency against an external state (the US), a civil 
war (between Shia and Sunni) for the control of Iraq, a war for secession 
from  –  or at least independence within  –  Iraq (by the Kurds), and interna-
tional intervention in the civil war by state and non - state actors (the United 
States, Iran, and al Qaeda). 

 We must also remember that the nation - state, or even the broader cat-
egory of the territorial state, is a relatively modern phenomenon. Before the 
rise of the state in early modern Europe, life was organized around kings 
and nobles, before that around  “ city - states, ”  and long before that around 
looser forms of social organization, including agricultural communities 
and groups of hunter - gatherers. 9  During each of these periods organized 
violence between groups was fairly frequent. It differed in many respects 
from organized violence in later eras, but one thing that much of that vio-
lence had in common was that it involved the sustained, coordinated use 
of armed force by one political organization against another. 10  We defi ne 
war broadly enough to include those phenomena. 

 Thus far we have said nothing about the purpose of violence. Although 
political leaders ’  motivations are not technically part of our defi nition of 
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war, implicit in our discussion is the idea that violence is usually driven by 
a purpose. The political organization, as represented by its authoritative 
leadership, has goals, and one of the strategies they sometimes adopt in 
pursuit of those goals is the use of force. The purposeful nature of violence 
was most famously captured by Clausewitz ( [1832]1976 : 87), who repeat-
edly emphasized that war is a  “ political instrument, a continuation of 
political activity by other means.  …  The political object is the goal, war is 
the means of reaching it, and means can never be considered in isolation 
from their purpose. ”  11  

 A good example of an appreciation of the Clausewitzian view of the 
fundamentally political nature of war is an exchange between an American 
colonel and his North Vietnamese counterpart a couple of years after the 
end of the Vietnam War, which was widely regarded as a major defeat for 
the United States. The American colonel stated that,  “ You know you never 
defeated us on the battlefi eld. ”  The North Vietnamese colonel replied, 
 “ That may be so, but it is also irrelevant ”  (Summers,  1984 :21). 

 It is the diplomatic and political outcomes of war that are important, 
and they are not always congruent with military outcomes on the battlefi eld. 
Egypt was in a stronger diplomatic position after the 1973 Arab – Israeli 
War than it was before the war, even though it was on the verge of a major 
military defeat at the end of the war until the United States forced Israel to 
withdraw its forces rather than crush the Egyptian army that it had 
surrounded. Egypt was militarily defeated but politically successful in the 
1973 war. 12  

 When political actors resort to military force, the goal is usually to infl u-
ence the adversary ’ s behavior in ways that advance their own interests. As 
Clausewitz ( [1832]1976 :75) emphasized on the fi rst page of  On War , 
 “ War is thus an act of force to compel our enemy to do our will. ”  War is 
fundamentally coercive, driven by the aim of infl uencing the behavior of 
other actors. The Greek historian Polybius recognized this nearly two mil-
lennia before Clausewitz wrote, when he stated in his  Histories  (second 
century BCE) that  “ It is not the object of war to annihilate those who have 
given provocation, but to cause them to mend their ways. ”  

 Sometimes the immediate goal of the use of force is not to infl uence the 
enemy ’ s behavior directly but instead to destroy or weaken his military 
forces or economic resources. 13  This is usually an instrumental strategy, 
however, since weakening the adversary militarily and economically reduces 
its future battlefi eld performance and therefore its coercive bargaining lever-
age. In their use of force and conduct of war, state leaders aim to change 
the adversary ’ s expectations of the outcome of the war if the war were to 
continue, and presumably to make the adversary more willing to make 
extensive concessions to avoid that outcome. 
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 In most cases, of course, political leaders would prefer to achieve their 
goals through non - forceful means, including diplomacy and economic pres-
sure, which are generally less costly and less risky than the use of military 
force. Political leaders may use threats of force to reinforce their demands, 
but they generally prefer that their adversaries comply with those threats 
and concede what is demanded, so that the actual use of military force is 
unnecessary. In fact, the most effective uses of military power are often 
found in those situations in which military force is not actually used but 
where the mere threat of force is suffi cient to change the adversary ’ s behav-
ior. Deterrence, or the dissuasion of an adversary from taking an action 
that would be harmful to one ’ s own interests, is a good example. If the 
adversary is unwilling to make suffi cient concessions, however, and if politi-
cal leaders are convinced both that they can achieve more through military 
force than through negotiation and that they have no other option that 
would work as well, then the use of force often becomes an attractive 
option. 

 It is sometimes argued that diplomacy stops when war begins, that 
diplomacy and military force are two alternative strategies for preserving 
or advancing state interests. That view is quite misleading. The use as well 
as the threat of force is often an integral part of an actor ’ s bargaining 
strategy. It is a highly coercive activity, aimed at infl uencing the cost – benefi t 
calculus of the adversary and persuading the adversary to change its behav-
ior. The goal is to convince the adversary that the costs of continuing the 
war will be suffi ciently great that it is preferable to make concessions now 
through a negotiated settlement. Referring to the subtitle of a recent book, 
this is  “ bargaining with bullets ”  (Sisk,  2009 ). The American use of the 
atomic bomb against Japan in 1945, for example, was driven by the goal 
of coercing Japan to end the war quickly, by sending a signal that additional 
violence would follow if Japan did not surrender. US leaders wanted to 
avoid the casualties that would be involved in the prolonged warfare that 
would otherwise be necessary to defeat the Japanese army. Thus diplomacy 
and force are often inseparable. As Frederick the Great of Prussia is widely 
reputed to have said,  “ Diplomacy without force is like music without 
instruments. ”  

 This argument about the coercive nature of military force applies to 
nearly all political organizations, including terrorist groups. Terrorism 
against Israel is almost always motivated by the goal of imposing high 
enough costs on Israeli society to convince Israeli leaders that the benefi ts 
of occupying Arab territories are exceeded by the costs of doing so and that 
Israel would be better off by changing its policies. In initiating attacks 
against US military barracks and naval vessels overseas and against the 
World Trade Center in New York City, al Qaeda had many political goals, 
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including using the threat of further terrorist attacks to try to persuade the 
US to remove its troops from Saudi Arabia and to reduce its support for 
other conservative Arab regimes (Pape,  2005b ). 14  

 Although we have emphasized that the use of military force is generally 
purposeful, we have not formally incorporated that into our defi nition of 
war. This contrasts with the approach of scholars like Malinowski 
( [1941]1968 :523), an anthropologist who defi ned war as an  “ armed contest 
between two independent political units, by means of organized military 
force, in the pursuit of a tribal or national policy. ”  Our argument is that 
cases of sustained, coordinated violence between political organizations that 
are not driven by a clear sense of the political interests of the organization, 
but instead by personal or domestic political interests or perhaps by an 
insubordinate military leader, still qualify as wars. Our defi nition of war is 
based on the  behavior  of two adversarial political organizations, not on 
their motivations. In most cases, we believe that the use of military force is 
purposeful, but that is ultimately an empirical question rather than a defi -
nitional one. 15  Identifying the motivations behind the use of force is a key 
task in explaining the causes of a particular war. 

 Finally, let us turn to the  “ sustained ”  element of the defi nition. Our aim 
is to differentiate war from organized violence that is more limited in its 
magnitude or impact. A minor border incident involving opposing armies 
may result in casualties on one or both sides, but we want to preserve the 
term  “ war ”  for those incidents that escalate and cross a certain threshold 
of violence. Border clashes between Chinese and Indian forces in 1962 
continued to escalate and involved sustained fi ghting, and we refer to the 
 “ Sino – Indian War. ”  Border clashes between Chinese and Soviet forces over 
disputed areas around the Ussuri River occurred in March 1969 and then 
again six months later, but successful crisis management soon ended the 
crisis without further escalation. Thus we generally refer to that confl ict as 
a  “ border clash ”  rather than a war (A. Cohen,  1991 ). States can mass 
armies on their borders for weeks or months, as each side attempts to 
demonstrate its resolve while at the same time seeking some formula for 
de - escalating tensions. The Indo – Pakistani  “ Brasstacks crisis ”  in 1986 – 7 is 
a good example (Ganguly  2002 :85 – 8). Unless such an incident involves the 
sustained use of violent force, however, it does not constitute a war. 

 The question is what threshold of violence to use. Some scholars use the 
criterion proposed by the  “ Correlates of War Project ”  (Singer and Small, 
 1972 ). The  “ COW ”  project requires at least 1,000 battle - related deaths 
among all participating states and an annual average of 1,000 battle deaths 
for wars lasting more than a year. That criterion is quite reasonable for 
COW ’ s purposes of analyzing wars during the last two centuries. It is less 
useful for earlier periods when populations and armies were much smaller 
and when fewer battle deaths refl ected a larger relative proportion of the 
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army or of the population. Since we want our defi nition to apply to the 
organized violence between much earlier political systems as well as con-
temporary ones, we prefer a different criterion than battle deaths. 16  

 Note that a precise (or  “ operational ” ) threshold is particularly important 
if the analyst is compiling lists of wars, which requires that s/he has explicit 
and replicable criteria for determining whether a violent confl ict gets 
included in or excluded from a list of wars. We are not compiling a data 
set on wars, however, so more general criteria will suffi ce for our purposes. 
The main point is that our analysis of the causes of war is limited to those 
violent confl icts that cross some kind of threshold of magnitude. The fi ght-
ing must be sustained rather than sporadic in order to differentiate war 
from  “ lesser ”  uses of military force. By sustained we mean not only dura-
tion but magnitude. There must be a fairly regular use of force of a certain 
magnitude during the period of the war. 17   

  The Changing Nature of Warfare 18  

 Human warfare has changed signifi cantly over time. There is substantial 
evidence of warfare going back roughly ten thousand years to the beginning 
of agricultural societies (Keeley,  1996 ; Haas,  1999 ; Cioffi  - Revilla,  2000 ), 
and growing evidence of war between hunter - gatherer groups before that 
(Gat,  2006 ), though archaeological evidence about warfare is more plentiful 
for the last 5,000 years (Ferrill,  1997 ). By that time there is evidence of 
full - fl edged armies equipped with armor and organized into formations. 
Gradually, these armies became larger in size and more lethal in weaponry, 
and war became increasingly deadly. If we examine major battles, which 
admittedly are not representative of all wars, deaths per war more than 
doubled between the fi fth century BCE and the fourteenth century CE, more 
than doubled again between the fourteenth and early nineteenth centuries 
CE, and then increased by as much as a factor of 10 between the early 
nineteenth and twentieth centuries (Levy and Thompson,  2010b ). 

 This enormous increase in the severity of war, defi ned in terms of battle -
 related deaths, is countered by another trend, at least for the great powers 
over the past fi ve centuries. There has been a steady decline in the frequency 
of great power war during this period, from about 22 in the sixteenth 
century to fi ve in the nineteenth century and fi ve or six in the twentieth 
century, depending on one ’ s precise defi nitions. 19  

 These opposite trends for the last fi ve centuries are probably related in 
a causal sense: the increasing destructiveness of great power wars has 
reduced the incentives of great powers to fi ght them. This may help to 
explain another interesting pattern: the world has experienced no great 
power war in the last half century. This is by far the longest period of peace 
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between the great powers in the last fi ve centuries of the modern era. Many 
scholars trace this absence of great power war to the development of nuclear 
weapons and their deterrent effects (Jervis,  1989 ), but other arguments have 
also been advanced (Gaddis,  1987 ; Kegley,  1991 ). 

 The absence of great power war for over half a century have led some 
to refer to this period as  “ the long peace ”  (Gaddis,  1987 ). This is quite 
misleading, since the period since World War II has witnessed a prolifera-
tion of smaller wars and other forms of armed confl ict. 20  Interstate wars 
have continued to occur, initially at about the same rate as in the period 
prior to 1945 (Levy and Thompson,  2010b ), though in the last two decades 
the frequency of interstate war has begun to decline (Hewitt, Wilkenfeld, 
and Gurr,  2008 ). 

 One noticeable change in interstate war, however, is where these wars 
are fought. We do not have a perfectly reliable database on global wars, 
but what evidence we have suggests that for most of the last fi ve centuries 
of the modern era a disproportionate number of interstate wars were fought 
in Europe (Wright,  1965 :641 – 51). 21  The global system was centered in 
Europe, and the world ’ s leading powers were all located in Europe until 
the beginning of the twentieth century. Those great powers fought each 
other, expanded by fi ghting weaker European states, and engaged in colo-
nial wars throughout the world. Since 1945, however, we have witnessed 
a dramatic shift in warfare (both interstate and civil) away from Europe to 
other parts of the world (Singer,  1991 ). The Yugoslav wars of the 1990s 
were the fi rst in Europe since 1945. 

 Another signifi cant trend is a signifi cant increase in the frequency of civil 
wars and other forms of intrastate confl ict (K. Holsti,  1996 ). 22  The ratio of 
internal to external wars increased from about two to one before 1945 to 
nearly fi ve to one after 1945 (Levy and Thompson,  2010b ). There was a 
particularly strong increase in the number of civil wars beginning in the 
1970s after the period of decolonization, and civil wars continued at a rela-
tively high frequency until the late 1990s. After that, there has been a 
decline in the frequency of civil wars. This pattern may be surprising given 
the constant images of warfare seen on the television and elsewhere, but it 
is well - documented (Hewitt, Wilkenfeld, and Gurr,  2008 ; Human Security 
Centre,  2005 ; Harbom and Sundberg,  2008 ). Whether this decline in civil 
wars and other forms of armed confl ict is likely to continue is a source of 
considerable debate (Gleditsch,  2008 ). 

 These patterns suggest that there has been a shift in the nature of warfare 
over time  –  away from the great powers, away from Europe, and, increas-
ingly, away from state - to - state confl ict and toward civil war, insurgency, 
and other forms of intrastate and trans - state warfare. It is a kind of warfare 
that differs in many respects from the wars that have dominated the past 
fi ve centuries of the modern international system. The wars of most interest 



Introduction to the Study of War  13

to scholars have been interstate wars that were  “ symmetric ”  in the sense 
that the two sides were of roughly equal strength and fought with similar 
types of weapons. The primary actors were states that possessed a mono-
poly of legitimate force within their borders, a description that character-
ized most of the leading states of Europe by the mid - seventeenth century. 
This was the basis for Clausewitz ’ s ( [1832]1976 ) image of war as milita-
rized confl ict between state armies, directed by state leaders on behalf of 
state interests, and resolved by decisive battles. 23  

 With the increasing shift from interstate war to civil wars, and with the 
changing character of civil wars themselves, scholars have begun to question 
whether the conventional  “ Westphalian ”  model of warfare continues to be 
relevant for the contemporary era. 24  Fewer and fewer wars involve conven-
tional clashes of two opposing armies. The Russian – Georgian war of 2008 
is a recent exception, though it was a highly asymmetric confl ict. 

 Civil wars themselves have changed. Unlike the American civil war of 
the nineteenth century, the army of the state often faces not a single rebel 
army but instead a coalition of rebel soldiers representing different groups 
with different interests (Horowitz,  1985 ). Many of these central players in 
civil wars are ethnic or religious groups, and the wars are sometimes 
referred to as  “ ethnic wars ”  or  “ identity wars. ”  Some question, however, 
whether most of these wars are primarily about ethnicity or identity, or 
whether ethnicity and identity mask underlying confl icts that are driven 
primarily by security goals, economic resources, political power, or private 
interest (Gagnon,  2004 ). 25  Warlords, aiming to protect or advance their 
own parochial interests, play a key role in many of these confl icts (Marten, 
 2006/07 ). Globalized criminal networks have also come to play a signifi cant 
role in the funding of civil wars and insurgencies, and wars are often sus-
tained by illicit black markets (Mueller,  2004 ; Andreas,  2008 ). Armies have 
increasingly  “ outsourced ”  many of their traditional functions, and in many 
respects wars have become more privatized (Avant,  2005 ). 

 Strategy and tactics have also changed, along with the norms of warfare. 
Warfare is increasingly  “ asymmetric. ”  Rebel groups are often outmatched 
by the state in organization and military technology, and they respond by 
adopting strategies of guerrilla warfare, insurgency, and terrorism. Tactics 
increasingly include the direct targeting of civilians, and massacre and 
ethnic cleansing have become more common. This has led some to talk of 
the increasing  “ barbarization of warfare ”  (Kassimeris,  2006 ). Most of this 
behavior is purposeful, driven by the aim of persuading and coercing people 
to shift their political loyalties by demonstrating that the state is unable to 
protect its citizens. Contemporary civil wars are rarely settled by decisive 
battles, but instead by protracted struggles. 

 This is the image of the  “ new wars, ”  which are often contrasted with 
the  “ old wars ”  of the Westphalian era (van Creveld,  1991 ; Kaldor,  1999 ; 
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M ü nkler,  2004 ). A major debate has emerged, however, as to whether the 
 “ new wars ”  are really new, or whether elements of the new wars can be 
found in past historical periods (Kalyvas,  2001 ; Duyvesteyn and Angstrom, 
 2005 ; Male š evi ć ,  2008 ). 26  That debate focuses more on how war is con-
ducted than on the varied causes of war, which is our primary concern in 
this book, with primary attention to interstate war but with some attention 
to civil war, which we address in chapter  7 .  

  The Levels - of - Analysis Framework 

 Any survey of the causes of war needs an organizing framework that helps 
to make sense of the many varied causes of war. We need a typology that 
groups similar causes together. One framework that many international 
relations theorists have found useful for the analysis of war and of foreign 
policy behavior is the  “ levels - of - analysis ”  framework. This framework 
goes back to Kenneth Waltz ’ s book  Man, the State, and War   (1959) , which 
identifi ed three  “ images ”  of war. These images referred to sources of causa-
tion associated with individuals, the nation - state, and the international 
system, respectively. Following Singer  (1961) , scholars began to refer to 
these images as  “ levels ”  of analysis. The levels - of - analysis framework is 
not a theory of war but instead a typology of the causes of war. More 
accurately and more generally, it is a framework for classifying the differ-
ent causal factors infl uencing the policies and actions of states and of other 
actors. 27  

 The individual level of analysis aims to explain the foreign policy deci-
sions made by the political leaders of the state (or other political unit). It 
includes characteristics shared by all individuals, such as  “ human nature ”  
and its hypothesized predispositions toward aggression. The individual level 
also includes factors that vary across individuals, including belief systems, 
personalities, psychological processes, political socialization, lessons learned 
from history, management styles, and similar variables. The presumption 
of individual - level theories is that the particular individual or individuals 
in power have an important causal impact. The implication is that if another 
individual had been in power the outcome might have been different. Many 
interpretations of World War II, for example, focus on German Chancellor 
Adolf Hitler, and argue that if Hitler had not come to power the war might 
have been avoided (Mueller,  1989 ). 

 The national level or nation - state level of analysis includes both factors 
associated with the government and factors associated with society. The 
former include variables like the institutional structure of the political 
system and the nature of the policy - making process, and the latter include 
variables like the structure of the economic system, the infl uence of eco-
nomic and noneconomic interest groups, the role of public opinion, and 
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political culture and ideology. At the national level, for example, there is 
considerable evidence that because of democratic institutions and political 
cultures, democracies behave differently than authoritarian regimes with 
respect to war. At a minimum, democracies rarely if ever go to war with 
each other (Doyle,  1983 ). At the societal level, one hypothesis is that some 
political cultures are more warlike than others, although many scholars 
have concluded that there is not much evidence to support this argument 
(Wright,  1965 ). Diversionary theory suggests that political leaders some-
times decide on war when they anticipate that war against an external 
adversary will increase their domestic political support by generating a 
 “ rally round the fl ag ”  effect. Certain governmental bureaucracies may push 
for higher military budgets as part of a strategy to increase their power and 
infl uence within the government, or domestic economic groups may push 
for more aggressive foreign policies because it serves their own parochial 
interests. Each of these factors would be encompassed by the nation - state 
level of analysis. 

 System - level causes include the anarchic structure of the international 
system, 28  the number of major powers in the system, the distribution of 
military and economic power among them, the pattern of alliances, and 
other factors that are closely related to the distribution of power, including 
the structure of the system ’ s political economy. 29  Most realist theories, 
including balance of power theory, are system - level theories, as are theories 
of hegemonic order and power transitions. The system level also includes 
other factors in the external environment common to all states, including 
the structure of international institutions, the nature of international norms, 
or system - wide ideologies or cultures. 30  

 Waltz ’ s  (1959)  conception of three images or levels has been extremely 
infl uential in the study of international relations and foreign policy. While 
many scholars adopt Waltz ’ s three - level framework, others modify it. Fol-
lowing Rosenau  (1966) , some scholars disaggregate state (or governmental) 
and societal sources of causation into two separate levels. Jervis ( 1976 : 
chap. 1) modifi es Waltz ’ s framework by distinguishing the levels of deci-
sion - making, the bureaucracy, the state and domestic politics, and the 
international environment. Others simplify Waltz ’ s framework and identify 
two levels of causation, one internal to the state (which Waltz  (1979)  labels 
 “ unit level ” ) and one external. 31  

 There is no single  “ correct ”  number of levels. Levels - of - analysis frame-
works are analytic constructions to help us make sense of the world, and 
they are best evaluated in terms of their theoretical utility rather than seen 
as a direct refl ection of  “ reality. ”  For the purposes of summarizing theories 
of the causes of war, we fi nd it most useful to distinguish among theories 
that emphasize sources of causation at the system, state and societal, and 
decision - making levels of analysis, and to divide the latter into individual 
and organizational levels. 32  
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 We also introduce an additional level, commonly referred to as the 
 “ dyadic ”  or  “ interactional ”  level, which refl ects the bilateral interactions 
between pairs of states. The past history of interactions between two states 
would be included in this category, as would territorial confl icts and bilat-
eral bargaining between states. Some scholars include this factor in their 
system - level category, and thus defi ne the system level broadly to include 
everything in a state ’ s external environment. We fi nd it more useful to 
distinguish between causal variables that refl ect the entire international 
system (polarity, for example) and those that refl ect the relationship and 
interactions within a particular pair of states within that system. 33  It is also 
useful, for certain questions, to distinguish between the international system 
and various regional systems nested within it. The Middle East system and 
the South American system have different characteristics and dynamics, 
though both exist within a single global system. Crisis dynamics between 
two states can be infl uenced by the structure of power in the global system, 
by the structure and culture of the regional system within which they inter-
act, and by the characteristics and history of the dyad itself. 

 The levels - of - analysis question has important normative implications, 
particularly in terms of evaluating moral responsibility. If the primary 
causal factors leading to war or a state ’ s decision for war arise from sys-
temic or dyadic - level threats to the national interest, so that any reasonable 
state or individual in that situation would have responded in roughly the 
same way, we would not ordinarily attribute moral responsibility for the 
war to that state or its leaders. Political leaders understand this, of course, 
and we often hear political leaders say, whether they had a choice or not, 
that  “ I had no choice. ”  Assessing the causal weight of various factors is an 
important step in evaluating blame, and differences in assessments of cau-
sality complicate efforts to attribute blame. 

 After World War I, for example, the victorious Western allies forced a 
defeated Germany to sign a  “ war guilt ”  clause in the Treaty of Versailles 
(1919). This may have just been victors ’  justice, however, as within a decade 
many historians began to shift to the view that the primary causes of the 
war were more systemic, based on the system of power politics and secret 
alliances (Fay,  1928 ) and not on the actions of particular governments or 
states. After Fritz Fischer ’ s publication of  Germany ’ s Aims in the First 
World War  in 1961 and the English translation six years later, and Fischer ’ s 
argument that Germany ’ s aims went beyond security to world power, 
opinion on responsibility for the war shifted back. 34  Political scientists are 
often less interested in questions of  “ war guilt, ”  or moral responsibility for 
war, than are historians (Schroeder,  2001 ), but it is clear that any such 
evaluation rests on an empirical analysis of the causes of the war. 

 It would be useful to illustrate our levels - of - analysis framework with 
respect to various explanations that analysts have proposed to explain the 
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US decision to invade Iraq in 2003. Although some explanations emphasize 
causal variables at a single level of analysis, others combine variables from 
several different levels. Some argue that the US intervention was the product 
of President George W. Bush ’ s worldviews and religious beliefs, his deter-
mination to fi nish the job begun by his father in the 1990 – 91 Gulf War, or 
Bush ’ s confi dence in the correctness of his beliefs or his disregard for infor-
mation running contrary to his beliefs and policy preferences. These are all 
individual - level causal factors, which we discuss in chapter  5  on decision -
 making at the individual - level. The implication of these theoretical argu-
ments is that if someone else besides Bush had been president, the probability 
of US military action would have been different. 

 Others attribute the US decision to the nature of the American political 
system and society. They emphasize the traditional US commitment to 
democracy and the promotion of democracy abroad, the impact of the 
September 11 attacks on American political culture and on public opinion 
(which created a permissive environment for an aggressive policy toward 
Iraq), the hesitancy of members of Congress to argue or vote against the 
war for fear of possible political repercussions, 35  and the infl uence of the 
US oil industry or perhaps of the  “ Israeli lobby ”  (Mearsheimer and Walt, 
 2007 ) on US policy. Still others focus on decision - making at the bureau-
cratic/organizational level, and emphasize the infl uence of neoconservatives 
on the policy - making process, the infl uence of Vice - President Cheney and 
Secretary of Defense Rumsfeld and the political marginalization of Secretary 
of State Colin Powell from the inner circle of decision - making, and the fl aws 
in an intelligence process (including the  “ politicization of intelligence ” ) that 
generated grossly misleading estimates about Iraqi weapons of mass 
destruction. 36  

 Another set of interpretations argue that the US intervention was driven 
primarily by system - level threats and opportunities (at the regional as well 
as global level) and the calculations about the national interest related to 
them. They point to the George W. Bush Administration ’ s aim to destroy 
what they perceived as Iraq ’ s existing or developing weapons of mass 
destruction, which was the administration ’ s primary public rationale for 
the war. Other system - level causes include the impact of the 9/11 terrorist 
attacks on Americans ’  perceptions of their vulnerability and on the assumed 
link between al Qaeda and Saddam Hussein; the aim of bringing democracy 
to Iraq or perhaps to the Middle East as a whole, both as an end in itself 
and as a means of enhancing US security by creating like - minded regimes; 
or the permissive conditions created by the collapse of Soviet power and 
the end of the Cold War over a decade earlier. 

 The levels - of - analysis framework is normally applied to states and to 
interstate relations. It can also be applied to the behavior of non - state 
actors, where it leads us to ask similar questions about the sources of 
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causality. Does a particular ethnic group act the way it does because of 
external threats and opportunities in its environment, because of internal 
politics among various subgroups within it, or because of the particular 
beliefs and charisma of an individual leader? Similarly, are the actions of a 
terrorist group aimed primarily to advance the interests of the group as a 
whole, or are they the product of infi ghting between competing factions 
within it or of the beliefs and preferences of a particular leader? 

 The levels - of - analysis framework is useful for organizing the varied 
sources of confl ict into categories that help simplify and impose some struc-
ture on the way we think about war and foreign policy more generally. 
Although we prefer this framework to others as an organizing device, we 
should acknowledge some of its limitations. Ideally, a typology should have 
categories that are both exclusive and exhaustive  –  causal factors should fi t 
into one and only one category, and there should be some category for all 
causal factors. The levels - of - analysis framework (like most typologies) falls 
short of this ideal - type standard. The important factor of misperceptions, 
for example, can result from system - level uncertainty or adversary strategic 
deception, national - level ideologies that predispose leaders to interpret the 
behavior of others in certain ways, and individual - level personalities that 
contribute to further distortions in incoming information. Economic factors 
include both national economic interests such as the stability of a society ’ s 
economic system and the infl uence of private economic groups (e.g., arms 
manufacturers) on state foreign policies. 

 We should also note that the levels - of - analysis framework is better for 
classifying causal variables than for classifying theories. Although some 
theories incorporate variables from a single level of analysis (most psycho-
logical theories, for example), most theories combine variables from mul-
tiple levels of analysis. In these cases, we classify the theory based on the 
level of its variable of greatest causal weight. For example, although neo-
classical realist theory incorporates domestic and individual - level variables, 
it gives primacy to the international system, and we classify it accordingly. 
Multiple - level theories sometimes complicate the use of the level - of - analysis 
framework. At the same time, however, by distinguishing among different 
levels the framework is useful in identifying the different kinds of factors 
that operate within a particular theory and how they interact with each 
other in the processes leading to war and peace. 

 Although causal variables at any level of analysis can be used to help 
explain individual beliefs, state behavior, and dyadic or systemic outcomes, 
we need to point out a potential logical problem associated with certain 
types of explanations for war. One concerns individual - level explanations 
for war. Although analysts often trace the outbreak of a particular war to the 
beliefs or personalities of a single individual (Hitler and World War II, for 
example), that does not constitute a logically complete explanation of war. 
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 We have defi ned war in terms of the behavior of political organizations, 
whether the state, a rebel group, or a terrorist organization. War is institu-
tionalized, not individual. This means that to explain a state ’ s decision to 
adopt a strategy of war, we need to know more than the preferences, beliefs, 
and personality of the leader. It is incumbent upon us to explain how the 
leader ’ s preferences, along with the preferences of other decision - makers, 
are translated into a foreign policy decision for the state. Since war is made 
by states, not individuals, an individual - level theory of war has to be linked 
to a broader theory of foreign policy. 

 It might seem that in a dictatorship such additional variables might not 
be necessary for a complete explanation for war, but in fact the dictatorial 
structure of the regime is part of the explanation. The politically centralized 
nature of the regime helps to explain how a leader who wants war actually 
gets war implemented as policy. 37  In more decentralized regimes, including 
democratic regimes (especially parliamentary regimes), sometimes political 
leaders who want war are prevented from implementing that strategy by 
domestic constituencies or by the cabinet. Alternatively (but less frequently), 
political leaders who believe that war is contrary to the national interest 
and who prefer to avoid war are sometimes pushed into war by a xeno-
phobic public opinion or by powerful domestic groups. US president 
William McKinley hoped to avoid war with Spain in 1898, but because 
of domestic pressures McKinley  “ led his country unhesitatingly toward a 
war which he did not want for a cause in which he did not believe ”  (May, 
 1961 :189). 

 There is a second logical problem. War involves violence  between  politi-
cal organizations. A theory of war must explain how both sides get to the 
brink of war in the fi rst place and why both are willing to fi ght. Since war 
is a dyadic or system - level outcome resulting from the joint actions of two 
or more states, understanding the causes of war requires an explanation of 
the strategic interaction of the two (or more) adversaries. For this reason 
individual - , societal - , and state - level causal factors cannot by themselves 
provide a logically complete explanation for the outbreak of war. That is, 
they are not jointly suffi cient for war. We need to include dyadic or system -
 level causal variables (a theory of bargaining, for example) for a complete 
explanation. This does not necessarily mean that dyadic and system - level 
variables have a greater causal infl uence than do individual or domestic 
variables, only that the former cannot be logically excluded from the 
analysis. 

 An example will help illustrate the point. Consider the hypothesis that 
the primary cause of a particular war is the existence of a state or political 
leader with particularly aggressive intentions. This hypothesis is not a logi-
cally complete explanation for war. Nazi Germany, for example, behaved 
quite aggressively in the mid - 1930s. It violated international treaties by 
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rearming, remilitarizing the Rhineland, annexing Austria, and demanding 
the incorporation into Germany of the Sudetenland. For several years, 
however, none of these actions led to war, because the West chose to pursue 
a policy of appeasement rather than stand up to Germany and thereby 
risk war. Many historians conclude that Hitler actually wanted war over 
Czechoslovakia, and was forced to abandon that goal, at least temporarily, 
when the West responded with enough concessions to make war politically 
infeasible (Taylor,  1961 ). War eventually came, of course, but only after 
the West changed course after further aggression by Hitler. A complete 
explanation for World War II, and for any war, requires that we not restrict 
the analysis to the behavior of a single individual or state. 

 Similarly, it is not enough to explain a peaceful outcome by showing 
than one side pursues a conciliatory policy. A strategy of extensive conces-
sions often leads to a peaceful outcome, but it is also possible that it might 
create the image of weakness and lead the adversary to increase its demands 
in the hope of coercing further concessions. British and French appeasement 
of Hitler in the 1930s illustrates this point as well. Britain and France each 
sought peace, but peace was not the outcome because Hitler responded to 
their concessions with further aggressive moves and demands for further 
concessions. In fact, some argue that appeasement actually made war more 
likely, though that proposition makes the problematic assumption that a 
more confrontational policy would have deterred Hitler. Again, the broader 
theoretical argument is that theory of war requires a theory of bargaining 
or strategic interaction that explains how states respond to each other ’ s 
actions and how they act in anticipation of each other ’ s responses.  

  Other Conceptual Issues in the Analysis of War 

 Another conceptual issue relates to our earlier discussion of the changes in 
war over time, which reminds us that war is a variable, not a constant. War 
varies in terms of who fi ghts, where they fi ght, how often they fi ght, with 
what intensity, and so on. Thus the primary phenomenon that most inter-
national relations scholars want to explain is variations in war and peace 
over time and space. Why does war occur between some states rather than 
other states, at some times rather than other times, under some conditions 
rather than other conditions, by some political leaders rather than other 
leaders. As Bremer  (2000)  asked,  “ Who Fights Whom, Where, When, and 
Why? ”  

 The variable nature of war and peace has important but often - neglected 
implications for the study of war. Any theory that predicts that war is a 
constant must be rejected, or at least modifi ed to include additional vari-
ables that explain variations in war. An  “ independent variable ”  that is 
constant cannot explain a  “ dependent variable ”  that varies. 
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 This logic is what led Waltz  (1959) , in his discussion of  “ fi rst image ”  or 
individual - level explanations, to reject  human nature  as a cause of war. If 
human nature is conceived as a set of traits or predispositions common to 
all people at all times, it is a constant and it cannot explain variations in 
war and peace. We can  “ unpack ”  human nature into a number of more 
specifi c factors, such as cognitive ability, personality, emotional makeup, 
propensity to take risks, etc. These factors do vary across individuals and 
thus can in principle explain some of the variation in war and peace. Even 
if this were true  –  and it would have to be demonstrated empirically  –  the 
source of causality would be these specifi c variables, not  “ human nature ”  
in the aggregate. 38  

 An aggregate concept of human nature might serve as a  “ permissive 
condition ”  for war, in the sense that it allows war to happen, but that does 
not tell us too much. Despite the frequent recurrence of war in human 
history, and the fact that somebody is at war with somebody somewhere 
most of the time, in fact peace is more common than war. Considering the 
number of dyads in the international system, most of these dyads are at 
peace most of the time. 39  Does human nature explain peace as well as war? 
Does it explain the long great power peace since World War II, or the 
sustained peace between the United States and Canada? The argument that 
human nature explains both war and peace is unsatisfactory (unless it could 
explain the conditions under which each outcome is likely to occur). 

 A central characteristic of a scientifi c theory is that it be  “ testable, ”  in 
the sense that there must be some empirical evidence that would lead us to 
conclude that the theory is false. 40  Theories that cannot be tested have little 
explanatory or predictive power, and they cannot differentiate between 
what actually happens and what might have happened but did not. 

 The idea that one cannot explain variations in war and peace with a 
constant has other implications as well. If a factor persists over a period of 
time that includes periods of peace as well as periods of war, we cannot 
include that factor in an explanation for war without including other vari-
ables that explain when the factor contributes to peace and when it con-
tributes to war. For example, it has become popular to explain the explosion 
of ethnic violence in the past two decades in terms of  “ ancient hatreds ”  
between rival ethnic or religious groups. While this factor might contribute 
to ethnic wars, it does not provide a suffi cient explanation. It does not 
explain why wars have broken out between some ethnic communities but 
not between others who also have  “ ancient hatreds ”  (Kalyvas,  2006 ). Nor 
does it explain the timing or severity of those wars. The ancient hatreds 
factor might serve as an underlying cause of the war, and perhaps a neces-
sary condition for war, but it is not suffi cient for war, and whether or not 
war occurs depends on more proximate variables or trigger causes. 41  

 Consider the Bosnian wars of the 1990s. Serbs and Croats had a 
long - standing rivalry, but prior to the twentieth century they had fought 
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relatively few wars. We must include additional variables to explain why 
they fought each other during the 1990s and not before (Gagnon,  2004 ; 
Woodward,  1995 ). The Iran – Iraq War (1980 – 88) is another example. Some 
explain the war by emphasizing the long - standing ethnic differences between 
Persians and Arabs. Yet there was relatively little armed confl ict between 
Arabs and Persians during the previous two centuries. There was even a 
treaty in 1975 that settled many outstanding issues. Thus a satisfactory 
interpretation of the Iran – Iraq War must explain what specifi c factors, by 
themselves or in combination with the underlying ethnic rivalry, occurred 
after 1975 to trigger the war. 42  

 The fact that many important wars are preceded by lengthy periods of 
peace also raises a methodological issue about how we should study war. 
For those who analyze individual historical cases or who compare several 
historical cases, it is important to examine the wars that do not occur as 
well as those that do occur. For one thing, as Sherlock Holmes suggested, 
the dogs that don ’ t bark may reveal as much information as those that do. 
In addition, looking at cases with different values on the key variables is 
critical for any comparative methodology. If a hypothesized causal factor 
(ethnic differences, for example) is present in two crises that occur under 
very similar circumstances, and if the outcome is war in one crisis and peace 
in the other, then under most circumstances that factor is not a primary 
cause of war. 43  

 Having put our study of the causes of war in context, and considered 
some of the conceptual problems that complicate the study of war, we turn 
in subsequent chapters to a review of the leading theories of the causes of 
war, organized by the levels - of - analysis framework outlined in this chapter. 
We begin with theories of interstate war, starting with a discussion of 
leading system - level theories and continuing with dyadic - level interactions. 
After examining state -  and societal - level causes of war, we turn to the role 
of decision - making at the individual, organizational, and small - group levels. 
We then look at some of the leading theories of civil war. We conclude our 
study with refl ections on the levels - of - analysis framework, causation, and 
war.  

  Notes 

1.   We discuss prevention and preemption in chapter  2 .  
2.   For surveys of defi nitions of war see Levy ( 1983b :50 – 3) and Vasquez ( 1993 : 

chap. 2). On civil wars see Sambanis  (2004) .  
3.   The Congo and Yugoslav wars each had an international component, and 

might be called  “ internationalized civil wars. ”  Another example of an inter-
nationalized civil war was the Russian Revolution in 1917, which attracted 
outside intervention by the United States and other great powers.  
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4.   The two other elements of Clausewitz ’ s trinity are  “ chance and probability ”  
(the  “ fog of war ” ) and the primacy of politics. We discuss the second of these 
below, and the fi rst later in the book. For interpretations of Clausewitz, see 
Paret  (1976) , Howard  (1983) , Aron  (1985) , and Strachan and Herberg - Rothe 
 (2007) . Clausewitz is sometimes compared to Sun Tzu  (1963) , the Chinese 
military theorist who wrote  The Art of War  over 2,000 years ago. Some 
observers regard them as history ’ s two greatest military theorists.  

5.   We discuss international rivalries in chapter  3 .  
6.   The US and the USSR each funded and equipped the military forces of other 

countries to fi ght some of their battles for them, and thus supported  “ proxy 
wars, ”  but the organized military forces of the two superpowers did not 
engage each other in sustained combat.  

7.   For three different conceptions of the great powers, see Levy ( 1983b : chap. 
2), Thompson  (1988) , and Black  (2008) .  

8.   Although Clausewitz ( [1832]1976 ) wrote mainly about large wars, he was 
also intrigued by the guerrilla campaign in Spain against the French invaders 
during the Napoleonic Wars, and he wrote several works on small or  “ irregu-
lar ”  wars (Daase,  2007 ). That aspect of Clausewitz is neglected by most of 
his interpreters. For a useful analysis of the contemporary relevance of Clause-
witz, see Strachan and Herberg - Rothe  (2007) .  

9.   Some might question whether hunting – foraging bands can be viewed as politi-
cal organizations. But once they acquire group identities and some type of 
leadership hierarchy, these bands have a rudimentary level of political organi-
zation. Scholars debate exactly how to defi ne  “ political, ”  but one standard 
defi nition refers to politics as the authoritative allocation of resources for a 
society (Easton,  1953 ). By that defi nition, hunter – gatherer groups qualify.  

10.   On the changing nature of warfare, see Archer et al.  (2002) , Gat  (2006) , and 
Levy and Thompson  (2010b) .  

11.   To say that an action is purposeful does not necessarily imply that it is rational. 
We discuss the criteria for rationality in chapter  5  on theories of individual 
decision - making.  

12.   Military outcomes are sometimes ambiguous, leading to domestic political 
debates over how to interpret the outcome of the war (Johnson and Tierney, 
 2006 ). See also Martel  (2007)  on the meaning of victory.  

13.   Some use the term  “ brute force ”  to refer to the use of force to degrade an 
adversary ’ s military power and potential (Schelling,  1966 : chap. 1). Brute force 
is defi ned in terms of the immediate objectives of military force rather than in 
terms of its resulting destruction.  

14.   Some of the 9/11 hijackers may have had more nihilistic goals of damaging a 
way of life they despised, without having any specifi c political objectives in 
terms of changing US policy. Given our defi nition of war in terms of a violent 
confl ict between political organizations, it is the goals of the al Qaeda leader-
ship that count, not those of individuals whom it recruits to serve its 
interests.  

15.   By purposeful, we mean purposeful for the political organization. As we will 
see later in this book, war can also be purposeful for an individual leader or 
for an organization or group within the state, but not for the state itself.  
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16.   For similar reasons, we prefer to avoid a legalistic defi nition that separates 
war from the use of force short of war depending on whether there is a dec-
laration of war (for example, Wright  1965 :8). Declarations of war were 
common for several centuries, and were consistent with the norms of the 
European system, but were less common in earlier historical eras and even 
today. None of the many American wars since 1945 have been accompanied 
by a formal declaration of war. Plus, declarations of war were limited to 
interstate wars and were not used for civil wars or other forms of organized 
violence.  

17.   Duration by itself is not an adequate criterion. Egypt and Libya had 
artillery exchanges for four days in 1977, while Egypt and Israel fought 
for six days in 1967, but only the second (the Six Day War) is treated as a 
war.  

18.   This section builds on Levy and Thompson  (2010b) .  
19.   It is important to note that the substantial increase in the number of battle -

 related deaths from war is not matched by a comparable trend in the relative 
number of deaths as a proportion of population, which is the  intensity  of 
war. Among all interstate wars, the intensity of war has actually declined 
slightly during the past fi ve centuries (Levy,  1983b :124). The Thirty Years ’  
War (1618 – 48) resulted in a decline of 15 – 20 percent in the population of 
Germany, and far more in particular German states (Parker,  1984 ). By this 
measure, the intensity of war for many wars among hunter - gatherer groups 
was much greater (Keeley,  1996 ). See Levy ( 1983b : chap. 3) for data and for 
a discussion of problems of exactly which wars to count as great power wars 
in the twentieth century. Note that there is a more general tendency for the 
frequency of wars to be inversely related to their severity (Morgan and Levy, 
 1990 ).  

20.   The  “ long great power peace ”  might be a more appropriate label, though this 
was a  “ cold ”  peace, characterized by the ongoing Cold War rivalry between 
the US and the USSR and the constant threat of war, rather than a stable 
peace (Boulding  1978 ; Kacowicz et al.,  2000 ) or a  “ warm ”  peace (Miller, 
 2007 ).  

21.   We need to qualify this statement by noting that the identifi cation of wars gets 
more and more diffi cult as we go back in time because of the limitations of 
information, especially for wars outside of Europe. Consequently, Wright ’ s 
( [1942]1965 ) data refl ects a European bias, one that is exacerbated further 
by the fact that the data on interstate wars were undoubtedly based on a 
Eurocentric conception of what constitutes a  “ state. ”  As a result, Wright 
probably underestimates the number of non - European interstate wars and 
consequently overestimates the ratio of European to non - European interstate 
wars. In the absence of a reliable database on global wars, however, we cannot 
know the extent of this distortion. (But see Zhang et al. ( 2007 :19215) and its 
link to the article ’ s supplemental material, which refers to a broader database.) 
We suspect, however, that the bias is not great enough to affect our statement 
that a disproportionate number of interstate wars in the early years of the 
modern system (sixteenth and seventeenth centuries) were fought in Europe. 
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Note that these biases diminish as wars become more serious and consequently 
more visible. Thus our earlier statement about the increase in major battles is 
less affected by measurement error, and our statement about great powers 
wars is minimally affected by measurement error because most great powers 
in the modern system have been European. Other regional systems had their 
own great powers (Black  2008 ) but, unlike Europe, other regions did not have 
a spiral of intensive wars between multiple great powers between 1500 and 
1945.  

22.   The traditional distinction between interstate wars and civil wars, while never 
perfect, is beginning to blur. The Bosnian wars of the 1990s, for example, 
were both civil wars within a disintegrating Yugoslavia and interstate wars 
between Serbia, Bosnia, and Croatia (Woodward,  1995 ).  

23.   As we noted earlier, Clausewitz also wrote about small wars.  
24.   The Treaty of Westphalia in 1648 formalized the sovereign state system, 

and the several centuries since then are often referred to as the Westphalian 
era.  

25.   These factors are not necessarily independent. Laitin  (2007)  and others argue 
that national cultural homogeneity helps produce public goods and economic 
growth. Leaders attempt to infl uence the formation of identities in order to 
mobilize their peoples for war and/or to enhance their own hold on political 
power.  

26.   The privatization of war, for example, is not entirely new. See Howard ’ s 
( 1976 : chap. 2) discussion of the  “ wars of the mercenaries ”  in the sixteenth 
and seventeenth centuries. As to the  “ barbarization of warfare, ”  one can 
certainly fi nd systematic violations of the norms of war, in terms of the proper 
treatment of prisoners of war and of civilians, in the two World Wars of the 
twentieth century (Hull,  2005 ) and in pre - historic warfare (Gat,  2006 ).  

27.   Some scholars in other disciplines utilize similar frameworks. Hinde  (1993)  
organizes his study of aggression and war around  “ levels of social complex-
ity. ”  The historian A.J.P. Taylor  (1961)  offers an interesting analogy by refer-
ring to an automobile accident. Taylor suggests that we can classify causes in 
terms of the individual driver, the car, or the road and other environmental 
conditions. The driver may have fallen asleep or been otherwise impaired. The 
car may have had poor brakes or other defects. Alternatively, the weather may 
have been poor or the road may have been treacherous.  

28.   International relations scholars refer to anarchy as the absence of a legitimate 
authority in the international system. Whereas states have governments, the 
legitimate authority to resolve confl icts between domestic groups and/or citi-
zens, and a monopoly of force within its borders, there is no legitimate author-
ity to adjudicate disputes between states or other actors in the international 
system. If states cannot resolve their disputes peacefully (as they usually prefer 
to do), they must rely on their own military forces, or those of their allies, to 
protect them from another state ’ s attempt to resolve confl icts through the use 
of force. This is why power is regarded as so important in international poli-
tics. Anarchy and power are central to realist theories of international confl ict, 
which we discuss in chapter  2 .  
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29.   Closely related to the distribution of power in the system is the polarity of the 
system. Scholars distinguish among unipolar, bipolar, and multipolar systems, 
and argue that each generates a different set of strategic dynamics.  

30.   Some historians, for example, trace World War I to the role of Social Darwin-
ist ideology (Koch,  1984 ) or to the  “ unspoken assumptions ”  and the  “ mood 
of 1914 ”  (Joll,  1984 : chap. 8).  

31.   See also Singer  (1961)  and Wolfers ( 1962 : chap. 1).  
32.   In chapter  6  we include a brief discussion of the  “ small group ”  level of analy-

sis, which emphasizes the social – psychological dynamics of interaction among 
individuals in small decision - making units.  

33.   While we use the levels - of - analysis framework to classify the causal variables 
infl uencing decisions and outcomes, some scholars use the framework in a 
different way. Instead of using the level of analysis to refer to the independent 
causal variable, they use it to refer to the unit whose policy preferences or 
actions are being explained, or the dependent variable. Rather than treat 
individual - level beliefs and policy preferences as the independent variable, they 
treat it as the dependent variable to be explained. In this usage the individual 
level refers to the beliefs or actions of individuals; the organizational level 
refers to the behavior of organizations; and the state level refers to state foreign 
policies. The dyadic level refers to patterns of interaction of two states, and 
the system level refers to broader patterns in the international system. Some-
times the state level is called the  “ monadic level. ”  

 These two different uses of the levels of analysis have created a great deal 
of confusion in the fi eld. To minimize this confusion, we use the term  “ level ”  
of analysis to refer to causal variables and the term  “ unit ”  of analysis to refer 
to what we are trying to explain. Note that causal variables from one level 
can be used to explain unit behavior at another level. Thus nation - state level 
democratic institutions or cultures can be used to explain the preferences of 
individual political leaders, the behavior of organizations, the foreign policies 
of democratic states, and the patterns of interactions of democratic states. The 
only constraint is that any outcome at one level must incorporate a variable 
at that unit or higher level of aggregation. We explain the rationale for this 
later in the chapter.  

34.   Albertini  ([1942]1957)  made a strong case for a similar argument in 1941. 
For a recent review of what we know and what we do not know about World 
War I, see Williamson and May  (2007) .  

35.   Some Democrats who had voted against the authorization US intervention in 
the fi rst Persian Gulf War in 1991 were defeated in the 1994 Congressional 
election.  

36.   Powell was skeptical about the wisdom of the war (DeYoung,  2006 ). On 
intelligence see Pfi ffner and Phythian  (2008) . For various interpretations, see 
Mann  (2004) , Gordon and Trainor  (2006) , Ricks  (2006) , and Haass  (2009) .  

37.   Saddam Hussein ’ s beliefs and personality may be central to an explanation of 
the origins of the 1990 – 91 Persian Gulf War, but only in conjunction with 
the highly centralized structure of the Iraqi regime that allowed Saddam 
Hussein to make policy in the absence of any signifi cant internal constraints. 
The same argument applies to Hitler ’ s Germany in the 1930s.  
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38.   The concept of human nature is over - aggregated in another sense  –  it treats 
male and female as indistinguishable and neglects any possible impact of 
gender on the causes of war. As suggested by a book entitled  Demonic Males  
(Wrangham and Peterson,  1996 ), perhaps males are programmed for violence 
through an evolutionary process. The traits that helped hunter – gathers survive 
and reproduce are the traits that evolved and that characterize modern man, 
since the hunter – gatherer period constitutes over 99% of human existence. 
Perhaps, but this would not explain variations in war and peace over time and 
space during the past 5,000 years. It might explain different proclivities toward 
violence in different species (Wrangham,  2006 ), but that is not our focus here. 
The relationship between gender and war (which is not identical to the rela-
tionship between gender and aggression) is an extraordinarily complex ques-
tion, one that attracted interest from evolutionary theorists, primatologists, 
feminist theorists, and other scholars from a variety of disciplines. For a nice 
summary of evolutionary perspectives, see Gat ( 2006 : Part I). For work in 
political science see Elshtain  (1987) , Cohn  (1987) , Tickner  (2001) , Goldstein 
 (2001) , and Rosen  (2005) .  

39.   Bennett and Stam ( 2004 :204) estimate that the  “ base - line ”  frequency of inter-
state war per dyad per year in the international system is about 1 per 14,000.  

40.   On the  “ falsifi ability ”  of theories, see Popper  (1989)  and King, Keohane, and 
Verba  (1994) . Evidence to falsify or disconfi rm a theory must exist in principle, 
but it need not be immediately available. When Einstein developed his theory 
of general relativity, scientists had to wait several years until certain astro-
nomical conditions (a solar eclipse) were present to allow the collection of 
evidence (about light bending around the sun) that confi rmed the theory.  

41.   On necessary and suffi cient conditions and different forms of causal explana-
tion see Goertz and Levy  (2007)  and Mahoney, Kimball, and Koivu  (2009) .  

42.   One key factor was the Iranian revolution, which brought a fundamentalist 
Islamic regime to power and threatened the domestic security of the secular 
Baathist regime of Saddam Hussein in Iraq (Hiro,  1991 ).  

43.   On the methodology of  “ controlled comparison, ”  see George and Bennett 
 (2005) .          



 System - Level Theories     

2

     The study of the causes of war in political science has traditionally been 
dominated by realist theories, which emphasize states ’  competition for 
power and security in a high - threat international environment. In this 
chapter we summarize some of the key concepts in realist theories of inter-
national confl ict, including anarchy, the security dilemma, the spiral model, 
and the deterrence model. We then identify varieties of realist theories and 
their hypotheses about the causes of war. These theories include classical 
realism, neorealism, defensive realism, offensive realism, and neoclassical 
realism. After examining balance of power theory in greater detail, we turn 
to hegemonic theories of confl ict, including power transition theory, hypo-
theses on preventive war, and long - cycle theory.  

  Realist Theories 

 The realist school of thought goes back to Thucydides ’   (1996)  account of 
the Peloponnesian War between Athens and Sparta in the fi fth century BCE. 
Realist international theories were further shaped by Machiavelli, Hobbes, 
Rousseau, and a number of other prominent philosophers and social theo-
rists. 1  After the rise of idealism and an emphasis on international law after 
World War I, and after the failure of those efforts to prevent the aggressions 
of the 1930s, Morgenthau ’ s book  Politics Among Nations , fi rst published 
in 1948, led a resurgence of realist thinking after World War II. 

 Realism is not a single theory but instead a constellation of theories, each 
of which shares a common set of assumptions but also includes some dis-
tinctive elements. 2  All realist theories emphasize that the key actors in world 
politics are sovereign states (or other territorially defi ned groups) that act 
rationally to advance their security, power, and wealth in an anarchic 
international system. 3  Realists (and most other international relations 
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theorists) defi ne anarchy in structural terms as the absence of a legitimate 
governmental authority to regulate disputes and enforce agreements between 
states or other actors. 

 For most realists, anarchy, in conjunction with uncertainty about the 
intentions of other states, has enormous consequences. It induces insecurity 
and a continuous competition for power, which makes the international 
system inherently confl ictual. Given omnipresent threats, political leaders 
tend to focus on short - term security needs and adopt worst - case thinking. 
They often utilize coercive threats to advance their interests, infl uence the 
adversary, and maintain their reputations. Anarchy does not automatically 
lead to war, but it creates a permissive environment for war by creating a 
system of insecurity, confl icts of interest, and international rivalries. Realists 
tend to have a pessimistic worldview, and they tend to be skeptical of grand 
schemes for creating and maintaining a peaceful international order. 4  

 Realists generally accept the core hypothesis that a primary determinant 
of international outcomes, including both wars and the peaceful settlement 
of crises and disputes, is the distribution of power in the international 
system or within a particular dyad. As Thucydides ( 1996 :352 [5.89]) 
famously said in the  “ Melian dialogue, ”   “  …  the strong take what they can 
and the weak suffer what they must. ”  Different conceptions of power and 
of the specifi c dynamics of power relationships, however, lead to different 
realist theories and to different predictions about the results of particular 
distributions of power. 

 Another thing that nearly all realist theorists agree upon is the view that 
wars can occur both through deliberate and inadvertent processes, though 
different strands of realism differ on which of these processes occurs most 
often. In the fi rst path to war, two states have a direct confl ict of interests 
and at least one decides that it is more likely to achieve its interests through 
military force than through a negotiated settlement. The image here is one 
of predatory states. Most historical conquests fi t this model of deliberate, 
unprovoked aggression. Hitler ’ s initiation of a European war in 1939 is a 
classic example (Weinberg,  1994 ), as is Iraq ’ s invasion of Kuwait in 1990 
(Freedman and Karsh,  1993 ). In this view, a predatory,  “ revisionist ”  state 
makes a deliberate decision to initiate war to change the status quo in its 
favor. 

 Equally important, however, is a second path to war that involves 
states that are content with the status quo and that are more interested in 
maintaining their current positions than in extending their infl uence. Such 
 “ security - seeking ”  states can end up in war, often an  inadvertent war  that 
neither side wants or expects at the onset of the crisis. International anarchy 
induces a competition for power driven by the inherent uncertainty about 
the intentions of others (Jervis,  1976 : chap. 2) and by the fear that others 
might engage in predatory behavior. If one ’ s adversary is growing in strength 
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or forming alliances, the inherent uncertainty about the adversary ’ s inten-
tions often leads one to conclude that the worst outcome is the failure to 
build up one ’ s own power, leaving one ’ s interests exposed if the adversary 
turns out to have aggressive intentions. 

 States may take these actions for purely defensive purposes, but adver-
sary states often perceive these actions as threatening. Compounding this 
is the fact that most weapons systems can serve offensive as well as defensive 
functions. The result is a tendency toward worst - case analysis in the context 
of extreme uncertainty. The threatened state responds with measures to 
protect itself, and those measures are in turn perceived as threatening by 
the other. This can generate an action – reaction cycle and a confl ict spiral 
that leaves all states worse off and that can sometimes escalate to war. This 
is the core of the  security dilemma : actions that states take to increase their 
security often induce a response by adversaries and actually result in a 
decrease in their security (Herz,  1959 ; Jervis,  1978 ; Glaser,  1997 ). It is 
worth noting that although an inadvertent war is inadvertent in the sense 
that neither side wants war or expects war in the early stage of a crisis, 
such wars can actually begin with a deliberate step at the end of an inad-
vertent process (George,  1991 ). 5  

 The security dilemma and confl ict spiral are the core of the  spiral model  
of war and peace (Jervis,  1976 : chap. 3). These concepts are important in 
part because they explain how wars can occur even if states prefer peace 
to war and even if they behave rationally, since confl ict spirals can be 
structurally induced by the system. Confl ict spirals can also be exacerbated 
further by non - rational psychological processes, which we describe in 
chapter  5  on individual decision - making and war. Spiral theorists often 
point to World War I or to the 1967 Arab – Israeli War as examples of spiral 
dynamics that escalated to war when one side decided to take preemptive 
action. 6  Another good example of a confl ict spiral is the process leading up 
to the Seven Years ’  War between Britain and France in North America 
(1756 – 63), which Americans know as the  “ French and Indian War ”  and 
which Smoke ( 1977 : chap. 8) describes as involving  “ no offensive steps by 
any player at any time. ”  

 The spiral model is sometimes contrasted with the  deterrence model , 
which suggests that wars occur when deterrence fails  –  when one side either 
lacks the military capabilities to threaten a suffi ciently costly response to 
aggression, or when its threat lacks credibility (Jervis,  1976 : chap. 3). 7  
Deterrence theorists generally assume that predatory behavior is the primary 
path to war and minimize the importance of inadvertent processes. They 
adopt the adage  “  si vis pacem para bellum  ”  (if you seek peace, prepare for 
war), argue that military build - ups and coercive strategies reinforce deter-
rence and maintain the peace, and contend that the appeasement of aggres-
sors only encourages future aggression. Deterrence theorists often invoke 
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the British and French attempt to appease Hitler at Munich as an example 
of the futility of appeasement. 8  

 Spiral and deterrence theorists each argue that the policy prescriptions 
of the other make war more likely rather than less likely. Deterrence theo-
rists argue that the more conciliatory policies advocated by spiral theorists 
increase the probability of war by undermining deterrence, and spiral theo-
rists argue that the hardline policies advocated by spiral theorists only 
provoke confl ict spirals and war. Each theory is fl awed, however, because 
each makes unconditional predictions that ignore the specifi c contexts of a 
dispute or crisis. In some situations, hardline policies work to induce com-
pliance, whereas in other situations they backfi re and provoke counter -
 responses and escalation. The key question is the conditions under which 
coercive threats are effective and the conditions under which they are not 
(Jervis,  1976 : chap. 3). 

 We noted earlier that realist international theory is more of a school of 
thought than a single theory, and that there are a number of varieties of 
realism. Scholars divide up realist theories in different ways, but one 
common distinction is between  “ classical ”  realism and  “ structural ”  realism. 
Structural realism is often equated with the  “ neorealism ”  of Waltz, but it 
also includes  “ defensive ”  realism and  “ offensive ”  realism. A fi fth variation 
of realism, which formed in response to structural realism, is  “ neoclassical ”  
realism. 

  Classical  r ealism 

 Classical (or traditional) realists believed that there are multiple sources of 
state behavior and hence of the causes of war. In addition to the importance 
of the absence of central authority in the international system, which was 
central to the theories of Hobbes and to a certain extent of Rousseau 
(Doyle,  1997 ), classical realists emphasized the role of human nature as a 
source of aggressive behavior and war. They pointed to aggressive instincts, 
selfi shness, greed, pride, and passion as key factors leading to human 
aggression. It is also important to note that classical realists were interested 
in explaining not only wars and other international outcomes, but also the 
foreign policies and grand strategies of states and the art of statecraft. This 
led them to develop more detailed but less  “ parsimonious ”  theories of 
international relations. 9   

  Waltzian  n eorealism 

 As we noted in chapter  1 , Waltz  (1959)  was very critical of the classical 
realist idea of attributing causality to  “ human nature, ”  since a constant 
human nature cannot explain the obvious variations in war and peace over 
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time and space. In a later book, Waltz  (1979)  argued more strongly that 
classical realists did not adhere to social science methodology, and that they 
were not interested in constructing theories and hypotheses that were mutu-
ally consistent and subject to empirical test against the empirical evidence. 
These considerations led Waltz  (1979)  to develop neorealism as an alterna-
tive realist theory. 10  His aim was to give realism a stronger social science 
orientation and to construct a parsimonious realist theory. 

 Whereas traditional realists emphasized the pursuit of power as an end 
in itself, Waltz  (1979)  emphasized the pursuit of security, with power 
serving as a means rather than an end. Waltz placed particular emphasis 
on international anarchy and the distribution of power in the system. Given 
the limited variation in anarchy across time and across international systems, 
and hence its inability to explain the enormous variation in war and peace 
over time and space, the distribution of power in the system, especially 
among the leading powers, carries most of the explanatory power in 
Waltzian neorealism. Waltz argued that the distribution of power has far 
more impact on state behaviors and international outcomes than do the 
internal characteristics of states or the characteristics of individual political 
leaders. Differently constituted states under similar confi gurations of power 
will act similarly, and similarly constituted states under different confi gura-
tions of power will act differently. 

 Waltzian neorealism is a form of balance of power theory. Waltz  (1979)  
posited that hegemonies rarely form in international systems and that 
balances of power are the norm throughout most of international history. 
He also argued that the anarchic and competitive nature of the international 
system leads most states to emulate the successful practices of other states 
in providing for their security. Those who are unable to provide for their 
security are vulnerable to conquest by others. Thus the anarchic and com-
petitive international system socializes states and induces certain kinds of 
beliefs and behaviors (a  “ realist culture, ”  some might say) that reinforce 
the nature of the system. 11  

 In his analysis of the distribution of power in the system, Waltz  (1979)  
stressed the central importance of the  “ polarity ”  of the international system, 
a factor that had engaged earlier realists as well. 12  Realists argue that 
systems of different polarity create different threats and opportunities for 
states and generate different foreign policy behaviors, particularly for the 
great powers. Realists often disagree, however, as to the specifi c relationship 
between the polarity of the system and its stability, which is defi ned differ-
ent ways but which usually refers to a low probability of a major war in 
the system. 

 For many years the primary debate was about the relative stability of 
bipolar and multipolar systems. 13  Morgenthau  (1967) , Gulick  (1955) , and 
other classical realists, along with Deutsch and Singer  (1964)  and some 
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other non - realists, generally argued that multipolar systems were more 
stable than bipolar systems. They argued that multipolarity created a 
greater number of possible coalitions that might form against any possible 
aggressor, thus reinforcing deterrence against aggression. In bipolarity, by 
contrast, the allies of the leading powers were too weak to play a signifi cant 
role in balancing against an aggressor. In addition, with several strong 
powers in multipolarity, each was less likely to focus all of its energies 
on any single rival, and cross - cutting cleavages over multiple issues tended 
to diffuse confl icts from escalating along a single axis. In bipolar systems, 
on the other hand, there is a tendency toward the polarization of the alli-
ance system around the two leading powers, increasing the risks of 
escalation. 14  

 Waltz  (1979)  and most neorealists disagreed, arguing that bipolar systems 
are more stable than multiple systems. There is less uncertainty under bipo-
larity, and thus less of a risk of war through miscalculation. 15  Each adver-
sary is clearly focused on the other, monitors its behavior, and responds 
appropriately. In bipolarity, one leading power has no choice but to balance 
against the other. Multipolarity raises  “ collective action ”  problems (Olson, 
 1971 ), since each state has incentives to  “ free ride ”  and let others pay the 
costs of balancing against an aggressor. As a result, balances often fail to 
form against aggression, which undermines deterrence. 

 Theoretically, each side of the debate suggests plausible arguments, 
which raises the empirical question of which of these effects dominates. 
Historical evidence on the relative stability of bipolar and multipolar 
systems is mixed. The multipolar system of the nineteenth century witnessed 
relatively few major wars, but that of the fi rst half of the twentieth century 
included two world wars. The bipolarity of ancient Greece witnessed the 
Peloponnesian War, and the French – Habsburg bipolarity of the early six-
teenth century was quite confl ictual, but the bipolar Cold War period was 
stable (though many argue that had more to do with the deterrence effects 
of nuclear weapons than with bipolarity). Mearsheimer  (2001a)  examines 
a number of historical case studies and fi nds that  “ unbalanced multipolar-
ity ”  is the most war - prone type of system, but statistical analyses yield no 
evidence that one type of system is signifi cantly more or less war - prone than 
the other (Sabrosky,  1985 ; Bueno de Mesquita and Lalman,  1992 ; Bennett 
and Stam,  2004 ). 

 Waltzian neorealism is one of the most infl uential international relations 
theories of the last half century. It reinvigorated the realist research program 
and gave it a more solid social scientifi c grounding. The norms of the fi eld 
soon required that any new theory be tested against a realist alternative. At 
the same time, however, Waltz ’ s theory became a central target for criti-
cism. One of the most basic criticisms was that the key explanatory variable, 
the distribution of power in the system, does not vary enough to explain 
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the enormous variations in war and peace. Nor can neorealist theory 
explain fundamental changes in key structural characteristics of the inter-
national system (its polarity, for example) or in the behavior of the actors 
in that system. 16  Thus critics charged that neorealism could make very 
general predictions, but not more specifi c predictions, about international 
politics (Keohane,  1986 ; Buzan, Jones, and Little,  1993 ; Ruggie,  1998 ). 

 Waltz  (1979)  conceded this point to a certain extent. He acknowledged 
that his theory is limited to explaining international outcomes, and that it 
cannot explain the specifi c foreign policy behaviors of states or specifi c 
wars. He said that  “ although neorealist theory does not explain why par-
ticular wars are fought, it does explain war ’ s dismal recurrence through the 
millennia ”  (Waltz,  1988 :620). Most scholars argue that this is too limiting, 
and that we need a theory that explains both international outcomes and 
foreign policy behaviors (Elman,  1996 ) and the conditions under which 
wars are most likely. Most recent developments in realist theory can be seen 
as attempts to introduce additional causal variables in order to formulate 
a more nuanced theory (though admittedly a less parsimonious one) that 
explains more of the complexity of international relations. The different 
ways they do this has defi ned different variations of realist theory. In 
addition, contemporary realists have made a much greater effort than 
earlier realists to test their theories against the empirical evidence, largely 
through historical case studies (e.g., Walt,  1987 ; Mearsheimer,  2001a ; 
Elman,  2004 ). 17   

  Defensive  r ealism 

 Defensive realists agree with neorealists that the anarchic structure of the 
international system creates potential security threats, but they do not 
believe that anarchy in itself forces states into confl ict and war. If all states 
seek only security, and if there are no predatory states seeking expansion, 
and if all states know that, then states can avoid war. This raises the 
question of the importance of perceptions of the intentions of other states. 
Whereas Waltz  (1979)  emphasized the central importance of power and 
argued that states balance against the leading power in the system, defensive 
realists emphasize the importance of actual threats, of which intentions are 
an important component. Some strong powers can be benign. Following 
Stephen Walt ’ s  (1987)  development of  “ balance of threat ”  theory, defensive 
realists argue that states balance against the greatest threats to their interests 
rather than against the strongest power in the system. 

 Defensive realists also depart from Waltzian realism in their conception 
of power. Whereas Waltz  (1979)  focused primarily on the overall distribu-
tion of power, defensive realists emphasize a more  “ fi ne - grained structure 
of power ”  (Van Evera,  1999 ). One key component of threat is geography. 
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The impact of military power declines over distance (the  “ loss of strength 
gradient ”  (Boulding,  1962 :262)), and spatially distant states pose less of a 
threat than do proximate states. Defensive realists also emphasize the 
importance of technology, particularly as it affects the  “ offensive – defensive 
balance ”  (Jervis,  1978 ; Van Evera,  1999 ). The more technology contributes 
to the ease of conquest and gives an advantage to those who strike fi rst, 
and the greater the proximity of strong states, the greater the threat to the 
security of others, the greater the competition for power and security, and 
the higher the probability of confl icts and war. If strong states are distant 
and if military technology favors the defense, however, security competition 
is less intense and the probability of war declines. Similarly, the probability 
of war is reduced if states adopt defensive doctrines and military postures. 
This relates to state intentions and perceptions of intentions. Through 
defensive doctrines states can signal their peaceful intentions to their adver-
saries (Jervis,  1978 ; Glaser,  1997 ; Kydd,  1997 ). 

 Of all realists, defensive realists are the most confi dent about the effec-
tiveness of balance of power mechanisms in restraining aggression. This 
combines with other factors to limit the utility of territorial expansion 
except under relatively rare conditions. All of this makes defensive realists 
guardedly optimistic about the possibilities for cooperation under anarchy, 
at least under certain conditions (Jervis,  1988 ). 

 Defensive realists recognize, however, that states are sometimes aggres-
sive, that great powers occasionally make bids for hegemony, and that war 
frequently occurs. To explain this, defensive realists supplement system -
 level structural variables with domestic variables. If states behave aggres-
sively, it is not because of anarchy - induced systemic pressures but instead 
because of malevolent leaders, hostile regimes, and decision - making pathol-
ogies. Defensive realists argue that war will not arise in a world of purely 
security - seeking states in the absence of domestically induced revisionist 
goals or extreme misperceptions of external threats (Snyder,  1991 ; Glaser, 
 1997 ; Kydd,  1997 ; Van Evera,  1999 ).  

  Offensive  r ealism 

 Offensive realists do not doubt the existence of predatory states and preda-
tory leaders, but they argue that the sources of predation can be traced to 
the structure of the international system, the inherent uncertainty about 
adversary intentions, and anarchy - induced tendencies towards worst - case 
analysis, without invoking domestic variables. The international system is 
so hostile and unforgiving that uncertainty about the future intentions of 
the adversary combined with extreme worst - case analysis lead even status 
quo - oriented states to adopt offensive strategies, which often lead to war 
(Zakaria,  1992 ; Labs,  1997 ; Mearsheimer,  2001a ; Elman,  2004 ). Even if 
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the adversary has currently benign intentions, there is no guarantee that 
such intentions will not turn belligerent in the future, either through a 
change in orientation of those in power or a change in regime that brings 
a more hostile regime to power (Copeland,  2000 ). States often act aggres-
sively because they perceive that expansion is the best way to provide for 
security in a competitive and uncertain world. Contrary to defensive real-
ists, offensive realists contend that aggression sometimes pays and contrib-
utes to the accumulation of power that facilitates further aggression. 18  

 Mearsheimer  (2001a) , for example, contends that the best way for a 
state to provide for its security is to achieve hegemony. He argues, however, 
that no state has the resources to create a truly global hegemony, especially 
given the diffi culties of projecting power over the oceans (the  “ stopping 
power of water ” ). Consequently, leading states limit their aims to hegem-
ony over their own region. In contrast to defensive realists, who argue that 
regional hegemony is unrealistic because of the formation of blocking 
coalitions, Mearsheimer and other offensive realists argue that balancing 
often fails. Balancing is costly, and states prefer to  “ pass the buck ”  and let 
others pay the costs of balancing against an aggressor. As a result, balanc-
ing coalitions are slow to form, creating opportunities for aggression. 
Although balancing has ultimately worked to prevent hegemony in Europe, 
it often arises too late to deter aggression in the fi rst place, as illustrated 
by the delayed formation of a counterbalancing coalition against Nazi 
Germany in the 1930s. 

 The clearest example of a successful bid for regional hegemony, at least 
in the West during the past fi ve centuries, is the United States in North 
America. This raises the puzzle of why the United States has been able to 
succeed while others have not. One answer is that the United States is 
unique among continental powers because it has faced no peer competitors. 
The absence of balancing is due to the absence of balancers, and to the fact 
that potential balancers in other regions, such as France in the early nine-
teenth century, were more preoccupied with local issues, like the struggle 
for hegemony in Europe (Elman,  2004 ). 

 Another point of contention is the defensive realist emphasis on the 
offensive – defensive balance of military technology as an important variable. 
Defensive realists argue that some weapons systems and some military 
strategies are inherently defensive, and that by carefully developing defen-
sive military postures states can provide for their own security without 
threatening others. Offensive realists reject that argument. They insist that 
it is nearly impossible to distinguish defensive weapons from offensive 
weapons, since weapons systems can serve multiple purposes (Levy,  1989a ; 
Lynn - Jones,  1995 ; Betts,  1999 ; Lieber,  2005 ; Mearsheimer,  2001a ). They 
argue that it is also diffi cult to distinguish aggressive intentions from more 
defensive intentions, and that the uncertainty inherent in the system induces 
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a tendency toward worst - case analysis towards both adversary weapons 
systems and intentions. 19  Thus offensive realists argue that the security 
dilemma cannot be diminished, and that any weapons build - up is likely to 
generate counter - responses and confl ict spirals. 

 To summarize, offensive realists offer a strictly structural theory of war 
and peace and emphasize the role of the pursuit of power in the context of 
anarchy and uncertainty. Defensive realists emphasize the pursuit of secu-
rity in a context in which anarchy is present but not always compelling and 
where technology, geography, and state strategies can mitigate the effects 
of anarchy. Defensive realists also depart from a strict structuralist perspec-
tive and incorporate domestic variables in an attempt to explain why wars 
occur. What defensive realists fail to do, however, is to offer a complete 
theory of exactly  how  domestic factors infl uence decisions for war and 
peace, in what kinds of states and under what conditions. During the past 
10 years or so, another variation of realism has emerged, one that departs 
from structural realism by constructing a more complete theory of foreign 
policy behavior that pays more attention to domestic structures and proc-
esses. This is neoclassical realism.  

  Neoclassical  r ealism 

 Neoclassical realists (Rose,  1998 ; Schweller  2006 ; Lobell, Ripsman, and 
Taliaferro,  2009 ) recognize the importance of anarchy, argue that material 
capabilities are the single most important determinant of state strategies, 
and give causal primacy to system structure. They emphasize, however, that 
there is an imperfect  “ transmission belt ”  between systemic opportunities 
and constraints and the foreign policy decisions of states. System - level pres-
sures affect foreign policy choices through intervening domestic processes. 
Most important are political leaders ’  perceptions and misperceptions of the 
distribution of material capabilities; the autonomy of the state from society; 
the state ’ s capacity to extract resources from society and to build military 
power, which often involves bargaining with societal actors; and the infl u-
ence of domestic societal actors and interest groups on the process (Lobell, 
Ripsman, and Taliaferro,  2009 ). 

 Whereas structural realists and some classical realists implicitly assume 
that a country ’ s human and economic resources translate directly into 
national power, neoclassical realists emphasize the need of state leaders to 
mobilize societal resources and covert them into power that can be used to 
support security policies of the state (Christensen,  1996 ; Zakaria,  1998 ; 
Schweller,  2006 ). The ability of state leaders to extract and mobilize societal 
resources varies as a function of state strength and its autonomy from 
society. Weak states are more divided, infl uenced more strongly by societal 
groups, less expansive in the scope of their responsibilities, and poorer. 
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Thus Zakaria  (1998)  argues that the rise of the United States to great power 
status in the world was delayed because of the relative weakness of its state 
structures relative to societal groups, resulting in a lag between the rapid 
expansion of American economic resources and its effective power from 
1865 to 1889. 20  

 This example suggests a challenge for neoclassical realist theory. Neo-
classical realists emphasize that they give causal primacy to system structure 
and that material capabilities are the primary determinant of state strate-
gies. It is not clear how the causal primacy argument can be reconciled with 
the propositions that weak state structures limit the ability of political 
leaders to mobilize societal resources to create effective national power, that 
political leaders need to bargain with social groups, and that political 
leaders ’  perceptions of military power often play an important role in the 
formation of state grand strategies. It is not clear where to draw the line 
between a neoclassical realist model that emphasizes the primacy of system 
structures and material capabilities  –  as they are perceived by domestic 
actors and operate through domestic processes  –  and an  “  innenpolitik  ”  
model that emphasizes the primacy of domestic politics (Kerr,  1965 ). 

 Since each of these realist theories emphasizes to varying degrees the 
centrality of the balance of power in their theories of confl ict and war, we 
now turn to a more detailed look at balance of power theory. Before doing 
so, we should note that while nearly all balance theories are realist theories, 
not all realist theories are balance of power theories. Although  “ balance of 
power realism ”  is the most common form of realist thought, one can also 
identify a form of  “ hegemonic realism ”  (Levy,  2003b ). Whereas balance of 
power realism posits that hegemony is rare but dangerous and that the 
avoidance of hegemony is the highest goal of states, hegemonic theories 
(realist and otherwise) posit that hegemony or hierarchy, not balance, is 
commonplace and in fact less war - prone than other distributions of power. 
After examining balance of power theories, we then turn to hegemonic 
theories.   

  Balance of Power Theory 

 The balance of power is one of the oldest concepts in international politics. 
Historians and political scientists often speak of the eighteenth and nine-
teenth centuries as the  “ golden age ”  of the balance of power, and they 
occasionally apply the concept to other historical systems and to the con-
temporary era as well. The concept, however, is quite ambiguous (Claude, 
 1962 ). The balance of power has been used to refer to the actual distribu-
tion of power in the international system, to a distribution of power favo-
rable to one ’ s own state, or to any distribution of power. That usage refers 
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to the balance of power as an international outcome. Some scholars use the 
balance of power as a synonym for power politics or  realpolitik , and thus 
refer to the balance of power as a state strategy. Others treat the balance 
of power as a theory, but those who do so disagree on what the key assump-
tions and propositions of balance of power theory are and on what the 
theory claims to explain. The different ways scholars use the term balance 
of power led Richard Cobden  ([1903]1969)  to describe it as  “ a chimera  –  
an undescribed, indescribable, incomprehensible nothing. ”  21  

 Here we treat balance of power as a theory, and use the term distribution 
of power to refer to the actual or desired distribution of power in the 
system. We do not try to summarize all of the many versions of balance of 
power theory, but to identify what they share in common and to specify 
the core propositions that all balance of power theorists would accept. This 
facilitates a minimal empirical test of balance of power theory. All balance 
of power theories share the basic core assumptions of realist theory: the 
system is anarchic, the key actors are territorial states (or other territorially 
based groups) who aim to maximize their power and/or security, and they 
act reasonably rationally to promote those goals. 22  Different balance of 
power theorists then add empirical content to these basic assumptions by 
suggesting additional assumptions and hypotheses. This leads to different 
versions of balance of power theory, some with confl icting propositions 
(about the relative stability of bipolar and multipolar systems, for example). 

 Although some balance of power theorists argue that balance of power 
systems have the goal of maintaining the peace (Wolfers,  1962 : chap. 8; 
Claude,  1962 :55), that view is problematic. First of all, systems do not have 
goals. Only actors (individuals, organizations, states) have goals. Second, 
balance of power theories generally posit that most states, particularly the 
great powers, defi ne other goals as more important than peace and regard 
war as an acceptable instrument of policy to achieve those goals if other 
strategies fail to achieve them. 

 The primary aim of all states is their own survival, defi ned as a combina-
tion of territorial integrity and autonomy from outside rule. States also have 
a nested hierarchy of additional goals that are instrumental goals for sur-
vival. The most important of these is the avoidance of hegemony, a situation 
in which one state amasses so much power that it is able to dominate over 
the rest and thus put an end to the multistate system. Polybius  (1960)  wrote 
that  “ we should never contribute to the attainment by one state of a power 
so preponderant, that none dare dispute with it.  …  ”  Vattel ( [1758]  wrote 
that,  “ The balance of power is an arrangement of affairs so that no State 
shall be in a position to have absolute mastery and dominate over others. ”  
Finally, Winston Churchill ( 1948 : 207) stated that,  “ For four hundred 
years the foreign policy of England has been to oppose the strongest, most 
aggressive most dominating Power on the Continent.  …  ”  
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 Other state goals are instrumental to the prevention of hegemony. One 
is maintaining the independence of other states in the system, or at least 
the independence of the other great powers, which facilitates the formation 
of balancing coalitions against potential aggressors. Another is maintaining 
an approximately equal distribution of power in the system, defi ned in 
terms of some combination of individual state capabilities and the aggrega-
tion of state capabilities in coalitions. This also facilitates the formation of 
a number of possible blocking coalitions if one state grows too strong. 

 Peace is also an important goal of states. It usually advances security, 
prosperity, social welfare, justice, and a range of other goals. In balance of 
power theory, however, the goal of peace is conditional on the avoidance 
of hegemony and perhaps the achievement of other instrumental goals. If 
those goals are threatened, states are often willing to go to war if necessary 
to secure their interests. 

 Balance of power theorists specify two general strategies that states can 
adopt in their efforts to prevent hegemonies from forming. Waltz  (1979)  
distinguishes between  “ external balancing ”  and  “ internal balancing. ”  The 
former involves the formation of counterbalancing alliances in order to 
block the expansion of an aggressor or to deter a potential aggressor from 
initiating aggressive policies. 23  Internal balancing is the internal mobiliza-
tion of military power and a build - up of the economic and industrial foun-
dations of military strength. 

 Balance of power theorists are far from agreement on which strategies 
states adopt under what conditions, though many argue that external bal-
ancing is often the preferred strategy in multipolar systems, in part because 
for many states alliances are cheaper than the mobilization of men, money, 
and materials (Barnett and Levy,  1991 ). Internal balancing is generally 
preferred in bipolar systems, since there are no other states to serve as 
potential allies. Although some have argued that states tend to adopt one 
strategy or another, there is little evidence of the  “ substitutabilty ”  of arms 
and alliances (Most and Starr,  1987 ; Palmer and Morgan,  2006 ), and these 
strategies can be mutually reinforcing. The pre - World War I period was 
characterized by both coalition formation (the Triple Entente and the Triple 
Alliance) and by arms races on land and on sea (Kennedy,  1982 ; Stevenson, 
 1996 ). In the Cold War, the United States balanced against the Soviet Union 
both by forming the NATO alliance and also by building up its own military 
capabilities. 

 It is useful to recall that balance of power theory is a theory of system -
 level outcomes. Sometimes scholars confuse balance of power theory with 
the  power parity hypothesis , which predicts that an equality of power 
between two states is more likely than a preponderance of power to lead 
to peace. The power parity hypothesis is a dyadic - level hypothesis that 
assumes that alliances play no role, while balance of power theory is a 
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systemic - level theory in which alliances are central. A fi nding at one level 
does not always hold at the other level. 

 In fact, most quantitative studies of the relationship between the dyadic 
distribution of power and war/peace demonstrate that a preponderance of 
power is more likely than an equality of power to be associated with peace 
(Kugler and Lemke,  1996 ; Bennett and Stam, 2004). This is the  power 
preponderance hypothesis . The logic is that under preponderance the strong 
are satisfi ed and do not have the incentives for war, and the weak, though 
dissatisfi ed, lack the capability for war. Evidence that parity is conducive 
to war at the dyadic level does not logically imply that an equality of power 
is conducive to war at the system level. 

 Balance of power theorists also argue about the impact of alliances on 
war and peace. Some argue that alliances deter war by increasing the prob-
ability of balancing against an aggressor (Gulick,  1955 :61), while others 
argue that alliances generate counter - alliances that sometimes lead to con-
fl ict spirals and war. 24  In terms of overall tendencies, there is some evidence 
that alliances on average tend to increase the probability of war (Senese 
and Vasquez,  2008 ). Indeed, alliances have historically often been followed 
by war. That does not necessarily mean, however, that alliances cause war. 
An alternative interpretation for the correlation between alliances and war 
is that alliances form when states anticipate that war is likely, so that 
underlying conditions are the cause both of alliance formation and the 
outbreak of war, with alliances themselves having little causal impact (Levy, 
 1989b ). 25  

 Despite their many disagreements, most balance of power theorists make 
some common predictions. Two propositions in particular stand out. (1) If 
any state threatens to gain a position of hegemony over the system that 
would enable it to dominate over others, a balancing coalition of other 
states will form against it. As a result, (2) hegemonies rarely if ever form 
in world politics. The fi rst is a proposition about state strategies, and the 
second is a proposition about international outcomes (Levy,  2003a ). 

 With regard to the fi rst, balance of power theorists point to the balancing 
coalitions that formed against a succession of states that grew so strong 
that they threatened to dominate Europe: Spain under Philip II in the six-
teenth century, France under Louis XIV in the seventeenth century, France 
under Napoleon at the beginning of the nineteenth century, and Germany 
under the Kaiser and then under Hitler in the twentieth century. Each led 
to a  “ hegemonic war ”  involving most of the great powers in the system 
and lasting many years. 

 The above - mentioned propositions and examples all refer to threats of 
hegemony over the system and to  “ counter - hegemonic balancing ”  by great 
powers in response. Balance of power theorists are divided over the question 
of balancing against other kinds of threats. Most classical realists and 
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neorealists argue that states balance against the strongest power in the 
system, without explicitly specifying whether or not there is a threat of 
hegemony; defensive realists argue that states balance against the greatest 
threat (but not necessarily a hegemonic threat); and offensive realists 
emphasize balancing against power but argue that balancing often breaks 
down. Few theorize about the balancing behavior of weaker states vis -  à  - vis 
stronger powers. Given the vulnerability of weaker states, particularly those 
sharing borders with stronger states, and given their lesser impact on out-
comes, weaker states are likely to join the strongest coalition. 

 One thing all balance of power theorists agree upon, however, is that 
great powers generally balance against hegemonic threats. Offensive real-
ists, who argue that states balance against the strongest power, and defen-
sive realists, who argue that states balance against the strongest threat, both 
reach this conclusion. Only the strongest power in the system can threaten 
hegemony, and the threat of hegemony is almost always the strongest threat 
to other states, certainly to other great powers. In fact, there is systematic 
statistical evidence that great powers usually balance against a leading state 
that is strong enough to threaten hegemony but not against a leading state 
that has lesser margins of advantage, at least for the last fi ve centuries of 
the European system (Levy and Thompson,  2005 ). 

 At this point in the discussion of balance of power theory and the absence 
of hegemony, some readers will be thinking  “ what about the United States 
today? ”  The relative economic and military power of the United States is 
historically unprecedented, 26  yet no great power balancing coalition has 
formed against it. This is a puzzle for many scholars, who argue that 
balance of power theory predicts balancing in such situations (Zakaria 
 2001 ; Ikenberry  2002 :3; Walt,  2005 ). 

 Realists disagree on how to explain the absence of absence of  “ hard 
balancing ”  against the United States, defi ned as the formation of formal 
military alliances or substantial increases in military spending, but their 
explanations can be grouped into fi ve categories. 27  Some argue that balanc-
ing will still occur and argue that it is just a matter of time before it does 
(Waltz,  2000 ; Layne,  2006 ). A second group argues that states, and par-
ticularly the great powers, have not balanced against the United States 
because they recognize that the US has benign intentions and does not pose 
a threat to the vital interests of other states. 28  They claim that the US differs 
from the dominant powers of the past because it has no interest in territo-
rial conquest, in part because of its geographical isolation from other 
leading powers (Pape  2005a ; Paul,  2005a ; Walt,  2005 ). 

 Brooks and Wohlforth ( 2008 :35) offer a third explanation: that balance 
of power theory predicts balancing against an aspiring hegemon but not 
against a state that has already achieved a hegemonic position, and that 
consequently the theory does not apply to the United States in the period 
following end of the Cold War. They trace the absence of balancing to the 



System-Level Theories 43

enormous material capabilities of the United States, both military and eco-
nomic, which make it too dangerous to balance against the US. 

 Mearsheimer  (2001a)  advances a fourth explanation. He argues that 
states that have achieved regional hegemony (global hegemony being out 
of reach) attempt to prevent the rise of peer competitors in other regions 
by playing the role of an  “ offshore balancer. ”  29  Weaker states in these other 
regions are more worried about threats to their interests emanating from 
within their region than from outside the region, and hence do not generally 
see the offshore balancer as the primary threat to their interests. These 
considerations lead Mearsheimer ( 2001b :49) to conclude that  “ Offshore 
balancers do not provoke balancing coalitions against themselves. ”  The 
United States plays the role of an offshore balancer in other regions, and 
hence does not provoke balancing coalitions. 30  

 Levy and Thompson  (2005, 2010a)  offer an alternative interpretation 
for the absence of great power balancing against the US, one that overlaps 
with Mearsheimer ’ s  (2001a)  view but that (we think) goes beyond it. The 
failure of a balancing coalition to form against the United States does not 
contradict balance of power theory because the theory, as it has been devel-
oped in the West over the last three centuries, has generally been applied 
to land - based continental systems but not to maritime systems. Dominant 
land powers with large armies are far more threatening to other leading 
states than are dominant sea powers with large navies, and consequently 
great power coalitions tend to form against the former but not against the 
latter. 31  Just as other great powers rarely balanced against Britain at the 
peak of its global power in the nineteenth century, or against the Dutch 
when they were the leading global power in the late seventeenth century, 
great powers do not balance against the United States in the contemporary 
system. 32  Thus the absence of balancing is not a puzzle for balance of power 
theory. 33  

 While some argue that balance of power theory works well in explaining 
the dynamics of past international systems but not the contemporary system, 
others argue that the theory fails in earlier periods as well. They argue that 
an alternative theory, based on the idea that hierarchy and hegemony are 
more common than balance, more accurately captures the strategic dynam-
ics both of the contemporary world and the world of the past. To these we 
now turn.  

  Hegemonic Theories 

 Whereas balance of power theories posit that states fear hegemony, that 
they balance against any state threatening hegemony, and that counter -
 hegemonic balancing makes hegemony rare and great power war common, 
hegemonic theories argue that strong concentrations of power in the hands 
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of a single power in the international system are historically common and 
stabilizing. Hegemonic theories share realist assumptions about the primacy 
of rational and unitary states and their primary concern with power, but 
they de - emphasize the importance of anarchy while emphasizing the leading 
state ’ s management of the system within a hierarchical order. 

  Power  t ransition  t heory 

 Organski  (1958)  was the fi rst modern scholar to advance a hegemonic 
theory (though he avoided the term hegemon). Organski believed that 
balance of power theory was too static, too narrowly focused on military 
power, and inattentive to the sources of changes in relative power. He 
argued that international systems are frequently dominated by a single 
powerful state that uses its strength to create a set of political and economic 
structures and norms of behavior that enhance both the security of the lead 
state and the stability of the system as a whole. Some other states are satis-
fi ed with the existing order, ally with the leading state, and receive economic 
and security benefi ts from doing so. Other states are dissatisfi ed, but they 
are usually too weak to challenge the dominant state. 

 In this dynamic theory, differential rates of growth, based largely on 
different rates of industrialization, lead to the rise and fall of states 
(Organski and Kugler,  1980 ). 34  The most dangerous and war - prone situa-
tion is one in which a state that is rising and dissatisfi ed with the status quo 
begins to approach the strength of the leading state in the system and 
threatens to surpass it in power. The rising challenger has a motivation to 
overturn the existing order, which was set up by the dominant state when 
it was at the peak of its power and which serves the interests of the domi-
nant state and its allies. Power transition theorists argue that the challenger 
initiates a war in order to accelerate the power transition and bring its 
benefi ts from the system into line with its rising military power (Organski 
and Kugler,  1980 ; Kugler and Lemke,  1996, 2000 ; Tammen et al.,  2000 ). 
Thus the three key conditions for war in power transition theory are power 
shifts, approximate equality of power, and dissatisfaction with the status 
quo. War is unlikely to occur before the challenger approaches the strength 
of the leading state (operationally defi ned as 80 percent of the strength of 
the leader) and after it has surpassed the former leader (by 20 percent). 

 Unlike balance of power theorists, who focus primarily on military 
power, power transition theorists defi ne power as the product of popula-
tion, economic productivity, and the political capacity of the state to mobi-
lize the resources of society to support its international policies. 35  A state ’ s 
power follows an S - shaped growth curve. Power grows rapidly during 
industrialization and then levels off to a more modest but sustained growth. 
This growth of power is irreversible, and consequently power transitions 
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are unavoidable. The only question is whether the transformation of the 
international order is peaceful or violent. 

 Many attempts to explain power dynamics in the contemporary world, 
even by scholars who do not defi ne themselves as power transition theorists, 
adopt many key elements of the theory. Many scholars writing about the 
causes and consequences of unipolarity, for example, argue that American 
hegemony contributes to stability in the contemporary world, although 
there is disagreement as to how long American hegemony will last. Posen 
 (2003)  and Brooks and Wohlforth  (2008)  each argue that American hegem-
ony is fairly stable, while Layne  (2006)  argues that the current unipolar 
system is transitory and that differential rates of growth will eventually lead 
to the rise of new leading powers, with destabilizing consequences for the 
international system. 36  

 Power transition theory is also the basis of many arguments about the 
rise of China and its consequences for the international system. In particu-
lar, many fear the consequences of the continued rise of Chinese power and 
the dangers of a Sino – American confl ict as the point of power transition 
approaches. Based on contemporary growth rates, that point was estimated 
to occur in about three decades, though it is not clear how that prediction 
will be affected by the global economic crisis that began in 2008. Scholars 
debate the ability of the Chinese economy to sustain its recent growth rate 
and whether its political system will be conducive to the kinds of techno-
logical innovation that are necessary for a lead economy (Rapkin and 
Thompson,  2003 ). Thus the likelihood and timing of a future Sino – 
American transition are more uncertain than power transition theorists 
imply. 

 One theme of power transition theory that many fi nd useful, however, 
is that the key variable determining the peaceful or violent nature of any 
transition is the extent to which China will be satisfi ed or dissatisfi ed with 
the international system during and after the power transition. Many argue 
that the more China is engaged in an interdependent world economy, the 
more satisfi ed it will be with the current international system, and the lower 
the probability of a militarized Sino – American confl ict over Taiwan or some 
other issue. Less useful, however, is the argument by power transition theo-
rists that nuclear weapons have no deterrent effect on confl ict. Most theo-
rists argue that nuclear deterrence was a central stabilizing feature of the 
Cold War (Jervis,  1989 ) and that nuclear weapons will also signifi cantly 
reduce (though not eliminate) the danger of a Sino – American war in the 
future. 

 Let us return to the question of the  timing  of war during a power transi-
tion. Power transition theorists have not reached a consensus on this impor-
tant question. Organski  (1958)  initially argued that the rising power initiates 
a war before the point of transition, for the purpose of accelerating the 
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transition. Organski and Kugler ’ s  (1980)  empirical analysis suggested that 
the war was likely to occur after the point of transition, but Kugler and 
Lemke  (2000)  question that fi nding. 37  A more recent formulation of power 
transition theory (Tammen, et al.,  2000 ) suggests instead that the challenger 
initiates a war after the point of transition. 

 The hypothesized timing of the war has important theoretical implica-
tions and requires further research. Organski ’ s argument that the rising 
state initiates a war before a power transition is problematic because at that 
point the rising power is weaker and it is likely to lose any war. It would 
make more sense for it to wait and initiate the war when it is stronger and 
more likely to win, as Tammen et al.  (2000)  argue. But if that were the 
case, why would the declining state wait for challenger to increase in 
strength and fi ght on the challenger ’ s terms? Why wouldn ’ t the declining 
state initiate a war to defeat its rising challenger while the opportunity is 
still available? 

 Such a war is often referred to as a  preventive war , a concept familiar to 
historians and to balance of power theorists. A preventive war is motivated 
by the perception of a rising adversary, a shift in power, and by the fear that 
once the adversary is stronger it will attempt to exploit its advantage through 
coercion or war (Van Evera,  1999 ; Copeland,  2000 ; Levy,  2008a ), and is 
driven by  “ better - now - than - later ”  logic. Faced with a rising adversary, 
especially a potentially hostile one, a state may be tempted to fi ght now, 
when it is stronger, rather than later, when conditions are less favorable. 
The danger of waiting, however, is not just the risk of a future war. States 
fear a decline in bargaining leverage associated with their relative decline in 
power. If the adversary makes greater demands once it is stronger  –  and 
most realists argue that state interests expand with the relative power of the 
state  –  the question is the extent of the concessions the declining state would 
have to make in the future in order to avoid the unwanted war. 

 It is important to emphasize that strategies of prevention are different 
than strategies of preemption. Preemption involves a military attack in 
response to the virtual certainty that the adversary is about to strike and 
by the motivation of gaining the advantages of striking fi rst. Prevention is 
motivated not by the anticipation of an imminent attack, but instead by the 
anticipation of an adverse power shift over the next few years and the fear 
of its consequences. Israel launched a preemptive strike against Egypt to 
begin the 1967 war and a preventive strike against Iraqi nuclear facilities 
in 1981. 38  

 Historians and political scientists have identifi ed numerous cases in 
which power shifts and better - now - than - later logic have led to war. When 
Thucydides ( 1996 :16) argued that the  “ real cause ”  of the Peloponnesian 
War was  “ the growth of the power of Athens and the alarm which this 
caused in Sparta, ”  he was invoking preventive logic. The historian A.J.P. 
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Taylor ( 1954 :166) claimed that,  “ Every war between Great Powers [in the 
1848 – 1918 period] started as a preventive war, not a war of conquest. ”  
Scholars have given particular attention to the role of the preventive moti-
vation in the outbreak of World War I. The argument is that German 
leaders, recognizing the rising power of Russia and the likelihood any war 
with Russia would invoke the Franco – Russian alliance, and fearing that by 
1917 Germany could not longer be confi dent of winning such a war, acted 
preventively to fi ght before its relative power continued to slide (Levy, 
 1990 /91; Van Evera,  1999 ; Copeland,  2000 ; Stevenson,  2004 ). 

 Perhaps the clearest example of a preventively motivated attack is the 
Israeli strike against the Iraqi nuclear reactor in 1981. Israel was driven 
by the fear that Iraq was on the way to acquiring a nuclear capability 
that would enormously increase its ability to damage or coerce Israel 
(Nakdimon,  1987 ). 39  Similarly, the fear of many in the second Bush Admin-
istration that Iraq was about to cross the nuclear threshold was one impor-
tant factor leading to the US - led war in Iraq in 2003. Although the causes 
of the war are quite complex, the preventive motivation was the main 
rationale the administration used to help mobilize American public opinion 
in support of the war (Rich,  2006 ; Levy,  2008a ). 40  

 Although impending shifts in relative power sometimes lead to war 
through preventive logic, more often such power shifts do not lead to war. 41  
The United States surpassed Britain as a global power at the beginning of 
the twentieth century, but the transition was peaceful. Few states have 
grown in power as rapidly as Nazi Germany in the 1930s, but Britain and 
France responded with a strategy of appeasement rather than preventive 
war (Ripsman and Levy,  2007, 2008 ). This raises the critical question of 
the conditions under which adverse power shifts (and perceptions of such) 
do and do not lead declining states to adopt preventive war strategies. This 
is a major task for scholars interested in the question of preventive war 
strategies. 

 We now return to power transition theory ’ s hypothesis that strong 
concentrations of power in the international system (or in a dyad) inhibit 
war. Balance of power theory posits that hegemony rarely occurs and that 
concentrations of power are destabilizing, while power transition theory 
posits that hegemony frequently occurs and is stabilizing. The two theories 
therefore appear to be diametrically opposed. One can argue, however, that 
these theories are more  “ incommensurable ”  (Kuhn,  1962 ) than contradic-
tory, in the sense that they provide different answers to slightly different 
questions than different answers to the same question. Balance of power 
theory and power transition theory are each theories of power dynamics 
within international systems, but they focus on different systems and dif-
ferent kinds of power (Rasler and Thompson,  1994 ; Levy,  2003a ; Levy and 
Thompson,  2005 ). 
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 Most balance of power theories implicitly conceive of power in terms of 
land - based military power, and their examples of hegemonic threats and 
balancing are generally based on the European experience, where high 
concentrations of power often triggered balancing coalitions and major 
wars. Applications of power transition theory, on the other hand, tend to 
focus on the global system and defi ne power in terms of wealth and other 
forms of economic dominance (though it is worth noting that Lemke  (2001)  
applies power transition theory to regional systems). Their standard indica-
tor of power, for example, is gross national product (Kugler and Lemke, 
 1996, 2000 ). They predict that concentrations of power and wealth in the 
global system are stabilizing, while power transitions in that system are 
destabilizing. The same is true for other hegemonic theories. Most versions 
of  “ hegemonic stability theory ”  (Keohane,  1984 ), for example, are theories 
of the stability of the international political economy and say little about 
war and peace. 

 Since they focus on different systems and on different bases of power in 
the system, balance of power theory and power transition theory could each 
be correct within its own domain. It is conceivable, for example, that the 
European system has been most stable under an equilibrium of military 
power and that hegemonies rarely if ever form in that system, whereas 
the global system is most stable in the presence of a single dominant eco-
nomic and naval power (which occurs frequently). The most destabilizing 
situation would be one characterized by the combination of the diffusion 
of power at the global level (to the point of an impending global power 
transition) and an increasing concentration of power in Europe (Rasler and 
Thompson,  1994 ). 

 Several of history ’ s  “ hegemonic wars ”  fi t this pattern. The two world 
wars of the twentieth century (1914 – 18 and 1939 – 45) occurred as Britain ’ s 
global dominance was rapidly waning while Germany ’ s power on the 
European continent was rapidly increasing. The French Revolutionary and 
Napoleonic Wars (1792 – 1815) occurred after an earlier eclipse of Britain ’ s 
global power while France was growing on the Continent. These patterns 
are predicted by long - cycle theory, to which we now turn.  

  Long -  c ycle  t heory 

 Long - cycle theory, as developed by Modelski and his colleagues, was not 
designed for the primary purpose of explaining warfare. It is a theory about 
the emergence of global leadership or management of trans - regional interac-
tions such as trade. 42  Global war does, however, have a prominent place in 
the theory because it has been a mechanism for consolidating new leader-
ship over the last 500 years. Global wars  –  which have been fought in 
1494 – 1516, 1588 – 1608, 1688 – 1713, 1792 – 1815, and 1914 – 1945  –  are 
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lengthy periods of crisis and confl ict, generally lasting between 20 and 30 
years, that draw in most the major powers of the era on opposing sides. 
One side defeats the other and ushers in a new period of global system 
leadership. These periods of intensive combat serve as selection devices for 
leadership in the global system, with the leading state in the victorious 
alliance ascending to a position that facilitates developing new rules and 
policies for global transactions. 

 To explain the infrequent but increasingly intensive global wars (Rasler 
and Thompson,  1994, 2000b ; Modelski and Thompson,  1996 ), the theory 
relies primarily on two structural dynamics: regional – global dissychroniza-
tion and the  “ twin peaks ”  model. An important distinction is fi rst made 
between global and regional politics. Global politics are about managing 
long - distance commerce, especially after the 1490s, while regional politics 
center around attempts to create and stave off continental hegemonies. Over 
the past 500 years, the elite states in the world system have tended to give 
greater priority to one or the other of these two types of activity. Sea powers 
have specialized in intercontinental trade and, later, industry, while land 
powers, particularly those based in Europe, have focused on territorial 
expansion in the home region. The dissynchronization element is that 
deconcentration of resources and leadership in the global system encourages 
concentration of power in the regional system and vice versa. Thus, 
European land powers have tended to be at their strongest when global sea 
powers have been at their weakest. 

 Territorial expansion in Europe threatens leading global powers either 
directly or indirectly, depending largely on the location of the global powers 
in question and how much insulation they possess from land attacks. For 
instance, Portugal (sixteenth century) and the Netherlands (seventeenth 
century) were adjacent to expanding Spain and France, respectively. Britain 
(eighteenth and early twentieth centuries) and the United States (late twen-
tieth century) enjoyed some maritime insulation from French, German, and 
Soviet attack. Regardless of the insulation, the threat of hegemonic expan-
sion in Europe galvanizes the leading sea powers into organizing a coalition 
of land and sea powers to thwart the threat and into rebuilding the capa-
bilities of global powers to withstand expansionary attack. 

 The  “ twin peaks ”  model refers to the assertions that long - term economic 
growth is discontinuous. It comes in spurts, tends to be monopolized ini-
tially by a single state from the global power ranks, and is most evidently 
manifested in commercial (prior to the late eighteenth century) and indus-
trial  “ leading sectors ”  that, once introduced, tend to radically change the 
way the world economy works. The economy that pioneers the innovation 
of these leading sectors is rewarded by a predominant position in global 
politics because it possesses the system ’ s strongest economy and technology 
and is able to develop great wealth as a consequence. 
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 Each of these lead economies experiences at least two growth spurts. The 
fi rst one destabilizes the pecking order of the world economy but also gen-
erates the resources needed to fi nance the suppression of the threat of 
regional expansion (as in Western Europe between 1494 and 1945). Victory 
in global war exhausts the opposition but tends to be benefi cial to the rela-
tive position of the leading global power. Resources are highly concentrated 
in the global sphere of activities immediately post - global war and highly 
deconcentrated in the primary region. Conditions are right for a second 
growth spurt in the post - war era. But this state of affairs is highly transi-
tional. The leading global power ’ s relative position tends to decay. New 
(and sometimes old) regional challengers and global rivals emerge with the 
passage of time. The structural combination of global decline and regional 
ascents tend to re - create the potential for global war  –  a war fought to 
determine who will make post - war rules and policy in global politics. 

 Balance of power theory, power transition theory, and long - cycle theory 
are clearly system - level theories that emphasize the importance of the 
overall structure of the international system for state behaviors and inter-
national outcomes. 43  The same is true for offensive and defensive realism, 
though the latter introduces a dyadic component by focusing on the inten-
tions and proximity of the adversary, and in the end it invokes domestic 
causal variables to help explain variations in war and peace. Other realist 
theories are more diffi cult to classify. Classical and neoclassical realism each 
incorporate individual - , state - , and societal - level factors, though neoclassi-
cal realists insist that the system level is still primary. Each is as interested 
in explaining state strategies as well as international outcomes like wars. 
The spiral model and deterrence model focus primarily on the interactions 
between pairs of states and consequently are more properly seen as dyadic -
 level theories, but we introduced them in this chapter because they are 
central to structural realist theories of war and peace. There are other theo-
ries of war and peace that focus primarily on the dyadic - level interactions 
of states, though sometimes within a systemic context. We turn to those 
theories in the next chapter.   

  Notes 

1.   On the realist tradition in international politics, see Doyle  (1997)  and Haslam 
 (2002) . For alternative interpretations of the Peloponnesian War, see Lebow 
 (2001)  and Kagan  (2003) .  

2.   Realism is a label, not a fact. To call a theory  “ realist ”  does not necessarily 
imply that it is a  “ realistic ”  theory in the sense that it accurately describes and 
explains international behavior. That must be determined by theoretical and 
empirical investigation.  
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3.   This is a conventional view of realism, but particular realist theories loosen 
some of these assumptions. Some realists downplay the importance of anarchy 
and emphasize the hierarchical nature of the international order within a 
nominally anarchic system, as we will see in our analysis of  “ hegemonic theo-
ries ”  later in this chapter. Many contemporary realists who study civil war 
have relaxed the state - centric assumption by applying the concept of the ethnic 
security dilemma to intrastate communal confl icts (Posen,  1993 ; Snyder and 
Jervis,  1999 ).  

4.   For good summaries and assessments of realist theory see James  (1995) ,  Keohane 
 (1986a) , Gilpin  (1986) , Brooks  (1997) , Jervis  (1998) , Van Evera  (1999) , and 
Walt  (2002) . For a summary of early philosophical theories of the conditions 
conducive to a peaceful international order, see Hinsley ( 1967 : part I).  

5.   The inadvertent war concept also applies to some civil wars. This is refl ected 
in the view of the American Civil War advanced by Abraham Lincoln in his 
Second Inaugural Address (March 4, 1865):  “ All dreaded it, all sought to avert 
it  …  And the war came. ”   

6.   Views of World War I are changing, and many historians and political scien-
tists now emphasize Germany ’ s deliberate drive for Continental or world 
power (Fischer,  1967, 1974 ; Levy,  1990/91 ; Copeland,  2000 ). For a summary 
of changing interpretations of World War I, see Mombauer  (2002) . For alter-
native interpretations of the 1967 Arab – Israeli War, see Stein  (1991) , Oren 
 (2002) , and Segev  (2007) . On the puzzle that preemptive strikes are relatively 
rare, see Reiter  (1995) .  

7.   The spiral model and deterrence model might be better classifi ed at the dyadic –
 interactional level, since the key variables are the interactions between two 
states rather than the properties of the international system as a whole. These 
concepts are central to realist theories, however, and they are best discussed 
here.  

8.   This assumes that a strong stand by Britain and France would have led to a 
conciliatory response by Hitler and to peace. Most historians question this 
counterfactual assumption (Murray,  1984 ).  

9.   The parsimony of a theory is best conceived in relational terms. One theory 
is more parsimonious than another if it explains the same empirical phenom-
ena but with fewer theoretical assumptions, or explains more with the same 
number of assumptions. The parsimony criterion calls for  “ explaining more 
with less. ”  Scholars disagree on the importance of parsimony compared with 
other criteria for evaluating theories. For an alternative conception of parsi-
mony, one based on the idea that the world is simple, see King, Keohane, and 
Verba  (1994) .  

10.   Neorealism is sometimes called  “ structural realism, ”  but other scholars have 
constructed alternative versions of structural realism (Buzan, Jones, and Little, 
 1993 ).  

11.   On realist cultures, see Johnston  (1995)  and Wendt  (1999) . See also Vasquez 
 (1993) . For an argument about how belief change can lead to systems change, 
see Schroeder  (1994) .  

12.   If power is concentrated in the hands of a single state in an international 
system, the system is unipolar. If two states of roughly comparable capability 
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stand far above the rest, the system is bipolar. If power is more widely dis-
tributed, the system is multipolar. The nineteenth century European system 
was multipolar; the Cold War period (1945 – 89) was bipolar; and the contem-
porary system of American dominance is unipolar.  

13.   Until the end of the Cold War and the American dominance, Waltz and other 
realists gave relatively little attention to unipolarity. They drew largely on the 
European experience of the past several centuries, which had not witnessed 
unipolarity.  

14.   Here we distinguish between polarity, or the number of major centers of 
power, and polarization, which refers to the clustering of alliance patterns 
around those centers of power (Rapkin and Thompson, with Christopherson, 
 1979 ).  

15.   The implication here is that uncertainty is destabilizing, while proponents of 
multipolarity suggest that uncertainty is stabilizing, since uncertainty about 
coalition formation to oppose aggression helps to deter aggression. This sug-
gests that risk propensity and hence responses to uncertainty are key variables 
intervening between polarity and war - proneness (Bueno de Mesquita,  2003 ). 
We return to risk propensity in chapter  5 .  

16.   Thus many criticize realist theory for its failure to predict the end of the Cold 
War, the collapse of the Soviet Union, and the transformation from bipolarity 
to unipolarity (English,  2000 ). A leading historian (Gaddis,  1992/93 ) makes 
the same criticism of international relations theory as a whole. For a realist 
explanation of the end of the Cold War, see Wohlforth  (1994/95) .  

17.   The introduction of additional causal variables to explain the enormous vari-
ation in war, peace, and other aspects of international politics has led some 
critics to argue that realism is a  “ degenerative research program ”  in the sense 
that the additional variables simply patch up theoretical and empirical incon-
sistencies in existing theory without adding new explanatory power (Vasquez, 
 1997 ). For debates on this issue, see Vasquez and Elman  (2003) . On the 
concept of  “ degenerative ”  and  “ progressive ”  research programs see Lakatos 
 (1970) . Another line of criticism is that neorealist theory remains a narrowly 
materialist theory that neglects important cultural variables (Wendt,  1999 ).  

18.   While some have argued that territorial conquest became less and less useful 
in an era of industrial economies and mass politics (Knorr,  1966 ), Liberman 
 (1996)  presents evidence to the contrary for German expansion in the 1930s.  

19.   Even an immobile fort might facilitate a state ’ s offensive actions by reducing 
the costs to the state of a counter - offensive by the adversary. For perspectives 
on  “ offense – defense theory, ”  see Brown et al.  (2004) . In the Cold War the 
United States started to build an anti - ballistic missile system designed to inter-
cept incoming Soviet missiles. Many Americans saw this as a purely defensive 
weapons system. To the Soviet Union, however, it was an offensive security 
threat because it created the possibility that an effective missile defense might 
eliminate the Soviet retaliatory threat and therefore undermine Soviet deter-
rence against a US fi rst strike.  

20.   As we discuss in a later chapter, state weakness is seen as a major cause of 
civil wars because it denies states a monopoly of violence, undercuts a state ’ s 
ability to satisfy the needs of its people, and creates an opportunity for rebel 
groups.  
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21.   For useful treatments of the balance of power, see Gulick  (1955) , Claude 
 (1962) , Morgenthau  (1967) , Bull  (1977) , Waltz  (1979) , Sheehan  (1996) , Paul, 
Wirtz, and Fortmann  (2004) , and Little  (2007) . Our interpretation draws on 
Levy  (2003a) .  

22.   There are important exceptions. Hegemonic realists like Gilpin  (1981)  give 
little weight to anarchy. Morgenthau  (1967)  and Waltz  (1979)  each reject the 
rationality assumption, but for different reasons.  

23.   External balancing includes other strategies as well, such territorial compensa-
tions or partitioning states for the purposes of redistributing power and satisfy-
ing grievances. It can also include military intervention or preventive war 
(Gulick,  1955 ).  

24.   Alliances also increase the likelihood that if war occurs it will spread to include 
additional actors (Vasquez,  1993 ).  

25.   Whereas balance of power theorists emphasize the  “ capability aggregation ”  
function of alliances, Schroeder  ([1976]2004)  and Pressman  (2008)  each argue 
that states use alliances to restrain their allies. This suggests an additional 
possible path between alliances and war or peace. Alliance norms (Kegley and 
Raymond,  1990 ) may also be important.  

26.   For data, see Brooks and Wohlforth ( 2008 : chap. 2). Posen  (2003)  emphasizes 
the United States ’   “ command of the commons ”   –  air, sea, land, and space. 
Each argues that US dominance will persist for many years.  

27.   True, American dominance has led to various forms of resistance to and non-
cooperation with the United States, as illustrated by the lack of support by 
leading European states for the American invasion of Iraq in 2003. Such 
behavior is often referred to as  “ soft balancing ”  (Paul,  2005a ; Pape,  2005a ). 
Soft balancing is important, but does not fi t into the same category as  “ hard ”  
balancing behavior. For critiques of the concept of soft balancing, see Lieber 
and Alexander  (2005)  and Brooks and Wohlforth ( 2008 : chap. 3).  

28.   The emphasis on intentions refl ects a defensive realist view.  
29.   Britain historically played this role with respect to the continental European 

system.  
30.   The US intervention in Iraq in 2003 goes beyond an offshore balancing role.  
31.   The most widely invoked examples of counter - hegemonic balancing, as noted 

above, are all against land powers: Spain in the sixteenth century, France in 
the seventeenth century and late eighteenth century, and Germany in the 
twentieth century.  

32.   This hypothesis about land powers and sea powers explains why other great 
powers in the late 1940s balanced against the Soviet Union, the leading con-
tinental power in Eurasia, and not against the United States, the leading global 
power. It may be true that over time Europe has become less central in global 
politics, but on the other hand there is little doubt that the future of Germany 
was the central issue in the Cold War (Trachtenberg,  1999 ).  

33.   Levy and Thompson ’ s  (2005, 2010a)  broader argument is that the European 
system upon which balance of power theory is based may not be representative 
of all international systems, and that hypotheses based on the European expe-
rience are not automatically transferable to other historical systems. This point 
is reinforced by the fact that although a sustained hegemony has not formed 
in Europe for at least 1,500 years, hegemonies have been more common in 
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non - Western historical systems (Hui,  2004 ; Kaufman, Little, and Wohlforth, 
 2007 ).  

34.   There are other closely related theories. Gilpin ’ s  (1981)   “ hegemonic transition 
theory ”  focuses on the rise and fall of the leading states in the system and 
their consequence for war and peace. Gilpin ’ s important theoretical contribu-
tion did not lead to a sustained research program because it was followed by 
few empirical studies to test the theory. Doran ’ s  (1991)   “ power cycle theory ”  
developed the argument that states go through a power cycle of rise and 
decline and that they are more prone to warfare at some stages of the power 
cycle than at others. Kennedy ’ s  (1987)  historical treatment of the rise and fall 
of the great powers during the last fi ve centuries included concepts of  “ imperial 
overstretch, ”  relative decline, and the rise and fall of great powers. Long - cycle 
theory also emphasizes the rise and fall of states, and we discuss it below. For 
more liberal conceptions of hegemonic order, see Ikenberry  (2000)  and Lake 
 (2009) .  

35.   One could imagine a power transition theory that gave primary emphasis to 
military power, but theorists associated with the power transition research 
program have chosen not to do so.  

36.   For analyses of the dynamics of the contemporary unipolar system under 
American primacy, see Ikenberry, Mastanduno, and Wohlforth  (2009)  and 
other articles in the January 2009 issue of  World Politics .  

37.   In critiques from outside the power transition research program, Thompson 
( 1983 :110 – 11) found wars before transitions and Kadera  (2001)  generated 
mixed fi ndings. See also DiCicco and Levy ( 2003 :137 – 44).  

38.   Note that prevention as defi ned here differs from strategies designed to avert 
war or humanitarian disasters, such as  “ preventive diplomacy, ”   “ preventive 
deployment, ”  and  “ preventive intervention. ”   

39.   In the 1981 case, the result was not war because Iraq did not respond mili-
tarily, in part because it was already involved in a war with Iran. Any future 
Israeli strike against Iran to interrupt its apparent development of a nuclear 
program would refl ect a strategy of preventive war.  

40.   The Bush Administration probably referred to its actions as  “ preemptive ”  
because preemptive attacks in response to imminent threats are easier to justify 
in international law than are preventive strikes in response to future threats, 
since the latter but not the former provide some time for the target to imple-
ment alternative strategies in response to the threat. On the ethical and legal 
dimensions of preemption and prevention, see Doyle  (2008) .  

41.   For statistical evidence, see Lemke  (2003) .  
42.   Goldstein  (1988)  also proposes a long - cycle theory based on changes in the 

global political economy, but he gives less attention to system management 
within a hierarchical order.  

43.   For a summary of additional system - level theories and evidence on war, see 
Rasler and Thompson (forthcoming).          



 The Dyadic Interactions 
of States     

3

     Although structural realist theories dominated the study of war in political 
science for many years, scholars gradually became more and more skeptical 
as to whether system - level theories, and realist theories in particular, pro-
vided a suffi ciently complete explanation for war. They questioned whether 
system structures could explain enough of the variance in war, peace, and 
other international behaviors and outcomes. That disillusionment has led 
in several directions, including a growing interest in dyadic - level theories 
focusing primarily on the interactions of pairs of states rather than on 
broader system - level structures and patterns. The interest in dyadic - level 
theories derived in part from the success of theories of the democratic peace 
in uncovering some very strong empirical regularities (the near - absence of 
war between democratic states) that had previously been neglected. The 
hope was that by focusing on dyads rather than on the system as a whole, 
researchers might uncover additional patterns that had previously been 
obscured. Quantitative researchers were also encouraged by the success of 
early work at the dyadic level that used regime type, territorial confl icts, 
and the dyadic balance of power to explain the frequency of war between 
pairs of states (Bremer,  1992 ; Bennett and Stam,  2004 ). Contributing 
further to interest in dyadic - level phenomena was some new work on 
international rivalries. This work emphasized the impact of the history of 
the interactions between pairs of states on their evolving relationships, 
and introduced a new dynamic element in the study of international 
interactions. 

 There are many dyadic - level theories, just as there are many system - level 
theories, and we cannot survey them all here. Among the most important 
are theories of international rivalry, the  “ steps - to - war ”  model, the bargain-
ing theory of war, and theories of economic interdependence and peace. 
None of these is exclusively dyadic in character, but each places primary 
emphasis on causal variables relating to the interactions of pairs of states. 
We consider each in turn. 1   
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  International Rivalries 
 The explicit study of rivalries is a fairly recent phenomenon to emerge as 
a distinctive approach to war causation. 2  Although scholars have often 
made distinctions among different types of wars  –  as in the difference 
between general wars involving all of the great powers and wars between 
small powers  –  the modal assumption in war studies is to assume that, other 
things being equal, all states have some similar propensity to go to war. Of 
course, there are some obvious caveats on the  “ other things being equal ”  
modifi er. States that cannot reach each other are certainly less likely to fi ght. 
Paraguay and Burkina - Faso are two examples. Assuming they had some 
reason to become involved in a confl ict, neither state has the capability to 
project armed force across the Atlantic that a war would require. But since 
they are unlikely to have much contact with each other in the fi rst place, 
they are also not too likely to have confl icting interests. Thus, proximity, 
or lack thereof, can be signifi cant. 

 Another reasonable caveat is that very weak states do not usually take 
on very strong states. Readers will quickly think of exceptions to this rule 
(for example, Vietnam and the United States in the 1960s and 1970s), but 
that is the point  –  there are exceptions to what is a norm. We could make 
the situation even more extreme by matching states that lack an army 
(Iceland, Costa Rica) with states that have large armies and forecast fairly 
safely that states without armies are unlikely to attack states with armies. 
Relative capability, therefore, normally makes some difference. 

 Two of the main reasons for examining rivalries are similar to the obser-
vations immediately above. First, the historical pattern of warfare is such 
that, at any given point in time, most states in the international system are 
not involved in war, and many have never participated in interstate warfare. 
In contrast, there is a relatively small group of states that go to war and 
often do so repetitively with the same opponents. Although Israel has never 
fought Cambodia or Peru, it has gone to war repeatedly against Egypt and 
Syria. The tendency toward warfare recidivism is the fi rst tip - off that we 
might not want to assume that all states are equally likely to fi ght with one 
another. 

 A second tip - off is that states do not gear their diplomatic networks, 
security preparations, and intelligence activities to cover all possible oppo-
nents. Instead, they tend to operate with a prioritized schedule of which 
states are most likely to represent threats and focus a disproportionate 
amount of attention on these enemies. Alliances are constructed to contain 
or deal with these threats. NATO and the Warsaw Pact, for instance, were 
not designed to cope with future unidentifi ed threats. They were aimed at 
each other. War and military contingency plans are often modeled on fi ght-
ing the specifi c states that are thought to be the most likely opponents in a 
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future war. That is one of the reasons major power military forces have 
problems shifting orientations from fi ghting conventional wars in, say, 
Europe, to fi ghting unconventional wars in Asia or the Middle East. They 
train to fi ght the armed forces of other most - threatening, major powers and 
then fi nd that their doctrines and tactics do not work well against other 
types of foes. Intelligence agencies have similar problems. In the Cold War, 
the CIA and KGB were fi xated on the Soviet Union and the United States, 
respectively. When required to focus on other problems and antagonists, 
they had problems making the switch. 3  

 If states prioritize their security environment and focus selectively on the 
states that appear to represent the greatest threat, it is conceivable that this 
type of information can also be useful for explaining which states are most 
likely to go to war with one another. Rivals are states that foreign policy 
decision - makers single out as most likely antagonists. Rivalries can last for 
decades. They persist in part because states have confl icting interests that 
go unresolved. Rivals wish to occupy the same territory, control the same 
markets, or monopolize overlapping positions of infl uence. Once rivalries 
are underway, it may not matter much that some of the contested objectives 
are no longer in confl ict. Intense rivals will fi nd new sources of confl ict as 
time goes by. 

 Not surprisingly, then, rivals are found to be involved in a disproportion-
ate number of wars  –  ranging from roughly 50 to 75 percent of all warfare 
of the past two centuries  –  depending on how one defi nes rivalry. There are 
two main approaches to identifying which states are involved in rivalries. 
One school of thought (see, for example, Diehl and Goertz,  2000 ; Klein, 
Goertz, and Diehl,  2006 ), which looks at  “ enduring rivalries, ”  thinks that 
the most objective approach is to focus upon confl ict patterns. When states 
are involved in multiple militarized disputes within a designated period of 
time, the density of confl ict will identify which states should be regarded 
as rivals. A problem, however, is that not all rivalries are constantly engaged 
in militarized confl ict, and are so only rarely. Another problem is that some 
states are in nearly constant confl ict but the capability asymmetries that are 
involved make it diffi cult for one or both sides to treat the other seriously 
as a source of intense threat, as compared with, say, a persistent nuisance. 
If US troops are sent on missions to Haiti with some frequency, does it 
mean that Haiti and the United States are rivals? 

 These problems led a second school of thought (Thompson,  2001a ; 
Colaresi, Rasler, and Thompson,  2007 ) to look at  “ strategic rivalries ”  and 
argue that rivals should be identifi ed by examining foreign policy histories 
and attempting to discern who decision - makers regarded as their most 
threatening enemies. This school also stipulates that rivals should regard 
each other as competitors. This usually means that the antagonists possess 
similar capabilities. Again, there are exceptions. States sometimes promote 
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weaker states to rival status just as weaker states sometimes behave as if 
they were not weak states. The US – Cuban relationship represents both situ-
ations. The United States initially bestowed a great deal of threat potential 
on Cuba, in part because Cuba conducted foreign policy and military activi-
ties in the Caribbean, Latin America, and sub - Saharan Africa that were not 
appreciated by US decision - makers. Yet the rivalry limps on long after 
Cuban foreign policy activity subsided. 

 The fact that a disproportionate number of wars involve international 
rivals reinforces the idea that a focus on repetitive war behavior and proc-
esses of rivalry that lead to war could be profi table explanatory paths. 
Information on rivalries can therefore help separate some of the chaff from 
the wheat of intensive confl ict participation. Yet there is more that can be 
gained by looking at rivalry as a confl ict process. Rather than assume, for 
instance, that every dispute, crisis or war is an event with no relevant 
history, we can examine whether the outcomes of earlier confrontations 
have some impact on subsequent interactions. This is all the more the case 
if two rivals engage in a long series of confrontations. Empirical fi ndings 
do suggest that (a) earlier disputes make later disputes more probable, and 
(b) the greater the number of disputes or crises between rivals, the greater 
the probability that any subsequent dispute or crisis between them will 
escalate to war (Leng,  1983 ; Hensel,  1994 ; Colaresi and Thompson,  2002 ). 
What this means is that any specifi c confl ict usually has a history and that 
history infl uences how serial confl ict plays out. 

 There may be several different processes at work (Leng,  2000 ). The state 
that secures the most concessions in a dispute often attributes its success to 
a hardline negotiating strategy, and repeats the strategy in the next dispute. 
The state that perceives itself to be the loser in a dispute often attributes its 
failure to weak negotiating strategy, so it adopts a more hardline strategy 
in the next dispute. The increasingly hardline bargaining strategies in the 
numerous crises leading to World War I are a good example. On the other 
hand, the scare of the Cuban missile crisis (1962) induced greater caution 
in both the United States and the Soviet Union (though the USSR undertook 
a major military build - up). Whatever the mix, the probability of confl ict 
escalation in the next confrontation is to some degree a consequence of the 
history of previous interactions. If we ignore the history of a rivalry, there-
fore, we are apt to misinterpret not only what is happening in the present, 
but also what is likely to happen in the immediate future. Certainly political 
leaders of adversarial states do not ignore their past interactions. 

 There is also evidence that rivalries make a variety of international proc-
esses  –  territorial disputes, arms races, opportunities to divert populations 
from domestic problems  –  more dangerous (Huth,  1996a ). Disputes, pre-
paredness competitions, and diversionary targets seem to work differently 
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if rivals are involved than if they are not. 4  This process is probably very 
similar to confl ict escalation processes. If the antagonist is a hated and 
mistrusted rival of longstanding hostility, decision - makers try harder not to 
be bested in disputes and competitions. If one wishes to divert a mass public 
from domestic problems, emphasizing the threats from a rival works much 
better than if the target is a state with little history of hostility towards 
one ’ s own state. 

 Another reason why we might want to know more about rivalries involves 
the question of historical dynamics in a different way. Given time and rivalry 
maturation, there is a good possibility that the issues that intense rivals fi ght 
about become less important than the fact of their rivalry. The alchemy of 
rivalry works in such a way that objects of limited value can become impor-
tant symbols of which side is moving ahead or falling behind. Rivalries also 
become weighted down with mutual suspicion and mistrust that make 
attempts at accommodation become perceived as something sinister. As a 
consequence, rivalries are generally quite diffi cult to terminate. 

 Rivalries can also have impacts on domestic processes that make external 
confl ict more probable. 5  Decision - makers, to maintain their political posi-
tions, must be concerned about the appearance of a rival getting ahead or 
somehow beating them in international competition. The security of their 
jobs may well depend on how their manner of dealing with the international 
competition is perceived (Colaresi,  2004 ). The process of participating in a 
rivalry is also likely to have repercussions on other domestic political proc-
esses. One argument (Thies,  2004 ) is that states that participate in rivalry 
improve their state infrastructure by expanding their ability to collect taxes 
and build up the state ’ s fi nancial foundation. 6  But it may be that other 
rivalry byproducts  –  for instance, increased military expenditures and nega-
tive tradeoffs with economic growth  –  may prove to be more signifi cant. If 
so, weaker states engaged in rivalry may be more likely to remain weak 
states. Whether that makes them more or less likely to engage in warfare 
remains to be seen. 7  

 Rivalry analysis remains promising, which may be another way of saying 
that the promise of this particular analytical approach has not yet been 
delivered in full. There is no question that rivals exist and predominate in 
war activity. We have good reason and strong empirical evidence that the 
existence of rivalry contributes to confl ict escalation. We know less about 
precisely how rivalry processes contribute to heightened probabilities of war 
outbreaks. Do they affect all wars similarly, or do different types of rivalries 
infl uence wars through different paths? 8  We also know much less about 
how rivalries begin, how they evolve over time, and how they end. 9  Thus, 
the jury remains out on just how far information about rivalry relationships 
can take us in explaining the causes of war. 10   
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  The  “ Steps - to - War ”  Model 
 The theories we have examined so far all emphasize the central role of 
power and security as state motivations. One thing that is striking about 
so many of these theories is that they say so little about the specifi c issues 
over which states fi ght. Thirty years ago, Mansbach and Vasquez  (1981)  
developed an  “ issues ”  paradigm that gave more emphasis to the issues of 
contention between states than to the power relationships between them. 
This framework did not have an immediate impact, but international rela-
tions scholars started to pay more attention to issues when quantitative 
empirical research began to show that there was a much stronger tendency 
to fi ght over some kinds of issues  –  and territorial issues in particular  –  than 
over other kinds of issues (Huth,  2000 ; Hensel,  2000 ). 

 Meanwhile, Vasquez  (1993)  was developing a model of war that com-
bined territoriality with some other variables traditionally associated with 
realist theory (including alliances, arms races, and rivalries), along with 
domestic divisions between hardliners and accommodationists. He then 
collaborated with Senese to more fully develop and test a  “ steps - to - war ”  
model. Senese and Vasquez  (2008)  acknowledged that there are many paths 
to war, and many kinds of war, but they focused their attention on delineat-
ing a closely related set of paths to war that involve a series of steps between 
states that are roughly equal in power. They were less interested in asym-
metrical confl icts between stronger and weaker states, which they assumed 
follow a different dynamic. 11  

 Whereas structural realists focus on anarchy and the struggle for power, 
Senese and Vasquez  (2008)  gave more attention to the resolution of disputes 
about issues. Disputes commonly arise. The primary factors determining 
war and peace are the foreign policy practices or strategies adopted by states 
to deal with their disputes. These strategies are adopted as a series of steps 
in a confl ict sequence. Senese and Vasquez  (2008)  analyzed the impact of 
each of these steps on the probability of war. 

 The initial step involves the occurrence of an interstate dispute. 12  The 
most commonly used frameworks for classifying different kinds of disputes 
are those that focus on disputes about  territory , about the kinds of  policy  
the adversary is pursuing, and about the adversary ’ s  regime type . Senese 
and Vasquez  (2008)  build on recent empirical research and show that dis-
putes about territory are more likely to escalate to war than are disputes 
about the specifi c policies the adversary is pursuing or about the nature of 
the adversary ’ s regime type (democratic or authoritarian, for example). 13  

 This line of argument is slightly different than the plausible proposition, 
backed by substantial evidence (Bremer,  1992 ), that contiguous states 
sharing borders are more likely to go to war than are non - contiguous states. 
Senese and Vasquez  (2008)  demonstrate that contiguity may increase the 
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likelihood of a dispute occurring between two states, but that, once a 
dispute occurs, whether or not that dispute is likely to escalate to war 
depends primarily on whether it is about territory and on the kinds of 
foreign policy practices states adopt. Most territorial disputes do not esca-
late to war, but those that do are the ones in which states adopt  realpolitik  
strategies, including coercive threats, military build - ups, and alliances. That 
is, the strategies that many realists prescribe for states to provide for their 
security in fact make war more rather than less likely. Senese and Vasquez 
refer to this as the  “ realist road to war. ”  14  

 We have seen this path to war before, of course, in the form of the spiral 
model. The steps - to - war model is more specifi c, however, about the par-
ticular behavioral patterns that are likely to increase the probability of war. 
Paths to war are triggered by an issue dispute, with territorial disputes being 
the most war prone. Although most territorial disputes can be resolved by 
diplomacy, those disputes are more likely to escalate if states adopt realist 
strategies. The formation of alliances and military build - ups are key ele-
ments of the process. If states have been involved in a rivalry, war is more 
likely still. What is important is not the particular sequence of these steps 
to war, but rather the fact that they are mutually reinforcing. 

 Senese and Vasquez  (2008)  provide an impressive array of statistical 
evidence to support their steps - to - war theory. They show that each  “ step ”  
increases the probability of war, and that the process is cumulative. First, 
the occurrence of a dispute between two states increases the probability of 
war, with territorial disputes having the greatest impact. A territorial 
dispute also increases the probability of another territorial dispute. If one 
of the states in the dispute responds by forming an alliance with another 
state, the probability of war increases, especially if there is already a territo-
rial dispute. 15  If the adversary responds with a counter - alliance, the prob-
ability of war increases further still. A build - up of armaments that leads to 
an arms race increases the probability of war even more. 16  If the dispute 
occurs between two states that have been engaged in a rivalry, the probabil-
ity of war is still greater. Crises tend to generate subsequent crises (Leng, 
 1983, 2000 ). 17  The impact of each step on the probability of war is cumula-
tive, so that the combination of two or more steps makes the relationship 
even more war - prone. Whether the order of the steps makes a difference is 
an interesting question but one that remains to be investigated. 

 The evidence provides particularly strong support for the steps - to - war 
model for the period between 1816 and 1945 (from the end of the Napo-
leonic Wars to the end of World War II). Although the Cold War period 
is not fully consistent with the model, the period since 1989 fi ts the model 
reasonably well. This leads Senese and Vasquez  (2008)  to conclude that the 
fundamental nature of international politics did not change with either the 
advent of nuclear weapons or the emergence of American hegemony. 
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 The steps - to - war model is an important contribution to our understand-
ing of the causes of interstate war. Scholars have conducted earlier work 
on the impact of alliances, arms races, rivalries, and other factors on war, 
but they usually treated these factors individually. Senese and Vasquez 
 (2008)  provide a more systematic treatment that demonstrates the cumula-
tive and interactive effects of these variables in the processes leading to war. 
Their emphasis on the role of disputes over issues, their demonstration that 
territorial disputes are more likely to escalate to war than are other types 
of issues (but usually only if combined with the other factors mentioned 
above), and their conception of one key path to war as involving a series 
of steps, each of which increases the probability of war, constitute an 
important advance in the study of the causes of war. 

 Senese and Vasquez  (2008) , like many others, argue that realism is not 
just an explanatory theory that attempts to explain why states behave the 
way they do, but also a normative or prescriptive theory that suggests to 
political leaders how they  ought  to behave in order to advance their inter-
ests. One of the main points of their book is that these policy prescriptions 
become part of a set of foreign policy practices or culture that itself makes 
war more likely. This is why they call it the  “ realist road to war ”  and why 
they regard realist practices as a proximate cause of war. Senese and 
Vasquez argue, however, that there are alternative ways of dealing with 
disputes that are more likely to promote peace. That is, there are alternative 
strategies to power politics or  realpolitik . 

 Although Senese and Vasquez  (2008)  provide substantial evidence that 
realist practices like coercive threats, alliance, and arms races contribute to 
war, we think that their description of realist theories is misleading in one 
important respect. In particular, they strongly imply that  all  realists believe 
that realist practices help to safeguard the peace. This is true of some real-
ists but not of others. It is true that many realists adopt some version of 
the deterrence model, and argue that coercive strategies help to promote 
peace and security. 18  Many other realists, however, believe that under some 
conditions there is a tradeoff between peace and security. Their policy 
prescriptions are not aimed at maximizing peace but instead at maximizing 
security. They recognize that under some conditions realist strategies end 
up in war, but they see that as a tragic outcome induced by the structure 
of the international system. 

 This is particularly true of offensive realists, who recognize that under 
many conditions  realpolitik  strategies can sometimes lead to war, but who 
argue that the failure to adopt those strategies would leave those states even 
worse off (Mearsheimer,  2001a ). 19  It is not the strategies themselves that 
increase the probability of war, but the international structures, along with 
the uncertainty induced by those structures, that create the incentives to 
adopt realist strategies. If the adversary builds up its arms or forms an 
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alliance, the threatened state has little choice but to respond with its own 
arms build - up or counter - alliance. The alternative is to leave the adversary 
in a stronger position and able to make even more coercive threats. Both 
adversaries would be better off pursuing more conciliatory strategies, but 
neither trusts the other to follow through on its agreements, and each fears 
being exploited more than it fears escalation. Confl ict spirals are undesir-
able, but they are preferred to unilateral advances by the other side. By 
failing to differentiate among different varieties of realist theories, Senese 
and Vasquez attribute to all realists views that are shared only by some. 

 Senese and Vasquez  (2008)  also differ from realists in a more fundamen-
tal philosophical way. Whereas most realists have a pessimistic view about 
the possibilities of avoiding interstate war and other forms of intergroup 
violence, Senese and Vasquez are much more optimistic about that possibil-
ity. Contrary to the structural realist (and particularly offensive realist) 
argument that  realpolitik  strategies are induced by the anarchic structure 
of the international system and uncertainty about the intentions of adversar-
ies, Senese and Vasquez argue that those strategies constitute learned behav-
ior that is passed on from one generation to the next and that becomes part 
of a realist strategic culture. 20  Since those strategies are learned, they can 
be unlearned. Political leaders can adopt other strategies that are less war -
 prone, and the impact of war on the human condition can be reduced. 21  
Structural realists, on the other hand, argue that such strategies fl ow natu-
rally from the structure of the system and are diffi cult to change.  

  The  “ Bargaining Model of War ”  

 In the last chapter we noted the argument, shared by some classical and 
neoclassical realists as well as by non - realists, that Waltzian neorealism and 
other structural realist theories cannot explain enough of the variance in 
war and peace over time and space. This critique focuses primarily on the 
empirical defi ciencies of structural realist models. Another line of argument 
grows out of game - theoretic models of economic and social behavior 
(Schelling,  1960 ; Morrow,  1994 ). Such models posit that human behavior 
is both rational and strategic, in that actors make decisions based not only 
on their own preferences and the constraints under which they operate, but 
also on their anticipations of how other states are likely to behave. 22  

 Rationalists focus on the interactions between actors. They attempt to 
explain all behavior in terms of the preferences of actors, their beliefs about 
others and the world, the structure of the system that imposes constraints 
on their actions and those of the adversary, and the information that is 
available. Rationalists (and some other scholars as well) argue that realist 
theories linking the distribution of power at the systemic or dyadic levels 
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to the likelihood of war are theoretically incomplete because they fail to 
specify the causal mechanism that leads from system structure to war or 
peace. The bargaining theory of war provides such a link between micro 
motivations and macro processes and outcomes. 

 The bargaining theory of war begins with the obvious point that war is 
costly. War and other forms of violent confl ict are ineffi cient ways to resolve 
confl icts because they destroy resources that might be distributed among 
adversaries. In principle, there must be some negotiated settlement short of 
war that is mutually preferred to fi ghting. This argument, long familiar to 
economists, entered the international relations literature with Blainey ’ s 
( 1988 : chap. 8) argument that disagreements about relative power are the 
central cause of war. If adversaries have similar expectations about the 
likely outcome of war, they should be able to reach a negotiated settlement 
based on those shared expectations about how war will end. 

 The assumption is that the military and political outcome of the war 
shapes the bargaining leverage of each side and thus the kind of settlement 
they would be able to negotiate. A settlement based on the likely outcome 
of war is preferred to actual war because the settlement would give each 
adversary the same outcome it would expect to get from war without having 
to pay the economic and human costs of fi ghting. If either side expected 
that it could gain more by war than by negotiation, however, it would 
choose war. Since the primary determinant of the outcome of war is the 
relative power of two states, the question is whether states agree on their 
relative power. Blainey went on to argue that the course of fi ghting clarifi es 
the nature of relative power, which leads to a convergence of expectations 
about the consequences of additional fi ghting, and which facilitates a set-
tlement that terminates the war. For Blainey, the termination of war is 
shaped by the same factors that determine the outbreak of war. 

 Blainey ’ s  (1988)  argument was a powerful one, though it had some limi-
tations. Though Blainey used the fact that war is costly as a point of depar-
ture for his model, he did not incorporate the magnitude of those costs into 
the analysis. Nor did he incorporate the importance of the issues that are 
being contested, and hence the value of the stakes to each of the actors. In 
Blainey ’ s model, the outbreak of war (and its termination as well) is deter-
mined only by disagreements about relative power. Actors ’  expected costs 
of fi ghting or evaluations of the stakes of the issues involved do not affect 
their calculations. 

 Thus Blainey ’ s argument, while based on an important insight, was in 
some respects theoretically incomplete. Rational choice theorists in political 
science (Fearon,  1995 ; Powell,  2002 ; Wagner,  2000 ) took Blainey ’ s basic 
idea, expanded on it, and developed it into a logically consistent theory of 
war. The theory has come to be known as the  “ bargaining model of war. ”  
Scholars have applied it to the outbreak of war, the conduct of war, the 
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termination of war, and a variety of other important questions in the study 
of confl ict. It applies to wars between ethnic groups (Cetinyan,  2002 ) and 
between other types of actors as well as to wars between states. 

 Fearon  (1995)  began with the puzzle of why war occurs despite the fact 
that it is so costly, and thus an ineffi cient means of resolving disputes 
between states. He argues that any theory of the causes of war must answer 
the question of what prevents actors from reaching a negotiated settlement 
that spares each the costs and risks of war. Fearon acknowledged that 
psychological variables might provide one answer, and that the personalities 
or cognitive or emotional biases of political leaders might lead them to 
choose war over a negotiated settlement. He also acknowledged that leaders ’  
domestic political interests might also explain a choice of war over a negoti-
ated settlement. 23  

 Putting aside these paths to war, Fearon  (1995)  focused on unitary 
rational actors (that is, on actors with a single set of homogeneous interests 
that they try to maximize) and asked how they might end up in war despite 
the costs and ineffi ciency of war as a mechanism for confl ict resolution. He 
made some very basic assumptions and then used the analytic techniques 
of game theory to prove that when these assumptions hold there is always 
a set of negotiated settlements that both sides prefer to war. Fearon dem-
onstrated that there are only three sets of conditions under which two 
rational unitary actors could end up in war with each other: private infor-
mation and incentives to misrepresent that information, commitment prob-
lems, and indivisible issues. Fearon demonstrated that if none of these 
conditions is present, there must be a  “ bargaining space ”  of outcomes that 
are mutually preferred to war. 

 The  private information  mechanism builds on Blainey ’ s  (1988)  argument 
that disagreements about relative power, and hence about the likely outcome 
of war, are a central cause of war. Whereas Blainey  (1988)  traced these 
disagreements to psychologically driven (and hence non - rationalist) misper-
ceptions, Fearon  (1995)  emphasized the more general concept of private 
information along with incentives to misrepresent that information. If one 
side has information that the other side does not about factors that might 
affect the outcome of the war  –  about its military capabilities, new weapons 
systems, military strategies, the intentions of its allies to provide military 
or economic support, its own resolve (and those of its citizens) to fi ght a 
lengthy and costly war if necessary, etc.  –  then the two sides ’  estimates of 
the likely outcome of the war will differ. If the difference is substantial rela-
tive to the expected costs of war, the informed actor is likely to make greater 
demands or grant fewer concessions than the other side is willing to accept, 
and war is likely. 

 True, actors could avoid the risks of war through the private information 
mechanism by revealing their private information, which would lead to 
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shared information and therefore shared expectations about the outcome 
of war. The problem is that states have incentives not to reveal private 
information about military capabilities, doctrines, strategies, or other con-
siderations that might affect the outcome of war and consequently their 
relative bargaining power. 

 If a state recognizes that it is actually weaker than the adversary believes, 
it has no incentives to undercut its bargaining power by revealing its weak-
nesses. If a state is actually stronger than others perceive, it fears that 
revealing specifi c information would give the adversary the incentives and 
the opportunity to take countermeasures  –  building up arms, mobilizing, 
securing an ally, or changing its military strategy. Such countermeasures 
would presumably reduce the military advantages of the fi rst actor, decrease 
its chances of victory, and impose additional costs regardless of the military 
outcome, each of which would reduce the bargaining leverage of the fi rst 
actor. Revealing information might also create the temptation for the adver-
sary to initiate a preemptive attack in the hope that the fi rst - mover advan-
tage might compensate for its military disadvantages. Thus states generally 
have incentives not to reveal private information, which narrows the bar-
gaining space of mutually agreeable outcomes and increases the probability 
of war. 24  

 The private information argument has been applied to the conduct and 
termination of war as well as to the outbreak of war. Rational choice theo-
rists have developed Blainey ’ s argument that the process of fi ghting a war 
reveals information about the relative military strength and resolve of the 
two sides and hence about the likely outcome of war, contributes to a 
convergence of expectations about the consequences of future fi ghting, and 
thus increase the likelihood of a negotiated settlement (Wagner,  2000 ). This 
central idea is the core of rationalist theories of war termination (Goemans, 
 2000 ; Slantchev,  2003 ). 25  

 A second causal mechanism that might lead two rational actors to fi ght 
a costly war involves the  commitment problem  (Fearon,  1995 ; Wagner, 
 2000, 2007 ; Powell,  1999, 2006 ), which can operate even in the presence 
of complete information. If the relative distribution of power between two 
states is shifting (more accurately, if one or both states perceive that relative 
power is likely to shift in the future), expectations of shifts of power may 
make it diffi cult to reach a settlement that is mutually preferred to war. 

 Consider a situation in which the power of one actor is growing and 
expected to surpass the power of its adversary. Even if information about 
military capabilities is public rather than private, so that both sides have 
shared expectations about the likely outcome of a war and that neither 
expects to gain more from war than from a negotiated settlement, it may 
be diffi cult for the two states to reach a settlement that avoids a costly war. 
The state that is weaker but growing has incentives to reach a settlement, 
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because it is likely to lose any war fought now. In addition, it knows that 
it will be in a better position to fi ght (or to get what it wants without fi ght-
ing) in the future. The state in relative decline, however, might be skeptical 
about whether a negotiated settlement would last. The declining state 
knows that if power shifts as expected in the adversary ’ s favor in the future, 
the adversary would then have incentives to initiate a new set of demands, 
ask for additional concessions, and resort to force if those concessions are 
not granted. 

 Even if the adversary wants to settle now, and even if it promises to 
honor the present settlement, how can the declining actor be confi dent that 
the adversary will honor that agreement after underlying conditions have 
changed and once the adversary has the coercive power to extract greater 
concessions and the military power to enforce those concessions? In the 
absence of a legitimate and reliable authority external to the two states with 
the power to enforce any agreement, there is no way an adversary that is 
increasing in power can commit itself to a settlement based on the existing 
balance of power. This is the commitment problem. The only concessions 
that would work to satisfy the declining power are those that would restrict 
the growth of the rising power, but the latter is not likely to fi nd that 
acceptable. This narrows the bargaining space and increases the probability 
of war. 

 The third rationalist mechanism leading to war involves  indivisible issues  
(Fearon,  1995 ). Any settlement that is mutually preferable to war must be 
based on a compromise that refl ects shared expectations of the likely 
outcome of war and hence the distribution of power between two states. 
Such a settlement requires a proportionate division of the stakes in dispute, 
which may require that those issues are infi nitely divisible. If issues are not 
divisible, such a proportionate division of the issues in confl ict may not be 
possible. Material goods are often divisible, since actors can accept less than 
the whole. Territory is sometimes divisible, though peoples are often reluc-
tant to part with territory that has historically been part of the nation. But 
issues of principle, including many religious issues, are often not easily 
divisible. Scholars often refer to the status of Jerusalem as an example of 
an indivisible issue. As Israeli Foreign Minister Tzipi Livni once said, criti-
cizing actions by some to  “ theologize ”  the Arab – Israeli confl ict,  “ I cannot 
solve a religious strife  …  but I can solve a confl ict between nations. ”  

 On the other hand, even if a particular issue is indivisible it may never-
theless be possible to construct a mutually agreeable settlement if the issue 
in question is linked to another issue (Morgan,  1994 ) or if one side makes 
 “ side payments ”  to another. In addition, the source of indivisible issues is 
often domestic in nature (uncompromising religious parties, for example), 
which moves the problem out of the domain of bargaining between rational 
and unitary actors. For these reasons, Fearon downplays the importance of 
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the indivisibility of issues and emphasizes the role of private information 
(and incentives to misrepresent that information) and commitment prob-
lems in impeding negotiated settlements and contributing to war. 26  

 The logic of private information and the commitment problem is inher-
ent in many of the theories of war discussed above. It parallels, but in a 
more sophisticated and formalized way, the realist argument about the dif-
fi culties of cooperation under anarchy, given uncertainties about the future 
intentions of the adversary and the logic of the security dilemma. Fearon ’ s 
 (1995)  formulation of the commitment problem is particularly relevant to 
theories of power transition and preventive war strategies, because it helps 
to explain the diffi culty that rising and declining states have in fi nding a 
mutually agreeable negotiated settlement that avoids war, even if there is 
no private information about military capabilities. The very fact that the 
declining state knows that the rising adversary would probably be able to 
demand concessions later and back its threats with its then - superior military 
capabilities  –  regardless of any promises the adversary makes now  –  reduces 
the incentives for the declining state to accept any concessions the adversary 
offers now (Levy,  2008a ). This is why negotiated settlements are so diffi cult 
under conditions of shifting power. 

 These rationalist paths to war apply as much to confl ict between small 
states and to civil wars as they do to traditional interstate wars. The 
ethnic security dilemma (Posen,  1993a ) is based on uncertainties about 
other ethnic groups ’  current and future intentions, and information - based 
models based on rational responses to asymmetric information are now 
common in the literature on civil war (Fearon and Laitin,  1996, 2003 ; 
Snyder and Jervis,  1999 ; Rose,  2000 ). A leading explanation of ethnic 
confl ict emphasizes the impact of changes in the relative power of com-
munal groups (whether driven by demographic change, the differential 
impact of globalization on different regions, or by other variables) on the 
likelihood of confl ict or cooperation, and these arguments are often 
framed explicitly in terms of commitment problems (Fearon,  1998 ). If one 
demographic group is growing considerably faster than another, power 
sharing agreements that make sense at one point in time might not be 
politically stable once the demographic balance has shifted. Lebanon is a 
good example. 

 The bargaining model of war has been very infl uential among interna-
tional relations scholars. It emphasizes that a good explanation of the causes 
of war requires a good answer to the question of  “ why can ’ t they settle? ”  
We must remember, however, that the three rationalist paths to war are 
not the only answers to this question. As Fearon acknowledged, psychologi-
cal or domestic political factors can also explain why states end up in war 
despite the fact that negotiated settlements were feasible that would have 
left all actors better off than they were with war (Tarar,  2006 ). In addition, 
psychological or domestic factors might also help to explain the existence 
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of private information or indivisible issues. One state ’ s strategic assessment 
of the strength of another might be infl uenced by psychological biases, 
bureaucratic impediments to information processing, cultural distortions, 
and other domestic factors. As Fearon noted, issues are often indivisible 
only because of the role of domestic publics. 

 It is also worth noting that one of the assumptions underlying Fearon ’ s 
model is that actors are risk neutral or risk averse but not risk acceptant. 27  
If actors are risk acceptant, they might prefer to gamble on war rather than 
take a negotiated settlement based on  ex ante  assessments of relative power 
and expectations of the likely outcome of war. They would be less deterred 
by the costs of war. As we discuss in our later chapter on individual deci-
sion - making, some theories in social psychology (and prospect theory in 
particular) suggest that actors tend to be risk acceptant when all of the 
likely outcomes are undesirable. They are willing to take risks to eliminate 
losses, even at some risk of incurring even greater losses. 

 The previous chapter and most of this chapter have focused on theories 
that emphasize the primacy of the security goals of states. One of the many 
challenges to political realism comes from liberal international theory. Lib-
erals have long argued that with proper domestic structures, international 
institutions, and economic interchange among themselves, states can miti-
gate the effects of international anarchy, minimize the violence - prone ten-
dencies of the international system, promote further cooperation, and 
reduce the frequency of war. Until recently, however, it was hard to identify 
an integrated liberal theory of peace and war. 

 This is no longer the case. With the development of a substantial line of 
research on the democratic peace, a renewal of interest in the old argument 
that economic interdependence promotes peace, the beginning of more 
systematic work on the role of international institutions in peacemaking 
and peacekeeping, and preliminary attempts to combine these into a single 
integrated theory, we now have the outlines of a liberal  theory  of peace and 
war (Doyle,  1997 ; Russett and Oneal,  2001 ). Some see this as a continua-
tion of the classical liberal tradition and the systematization of Kant ’ s 
 ([1795]1949)  conception of perpetual peace based on democratic institu-
tions, free trade, and international law and institutions. Scholars sometimes 
refer to theories of the effects of democracy, economic interdependence, 
and international institutions as  “ republican liberalism, ”   “ commercial lib-
eralism, ”  and  “ institutional liberalism, ”  respectively (A. Stein,  1993 ). 28  

 It is diffi cult to classify liberal theories of economic interdependence and 
peace based on our levels - of - analysis framework. Those theories include 
causal variables from all levels of analysis, but the most infl uential explana-
tions give primary emphasis to factors relating to the interactions of states, 
including interstate bargaining, and we discuss those theories in this chapter. 
We can imagine an alternative classifi cation of liberal theories of peace and 
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war, but given our use of the levels - of - analysis framework to focus on the 
independent causal variables, this classifi cation works reasonably well. 29   

  Theories of Economic Interdependence and Confl ict 

 Liberal theorists since Adam Smith and David Ricardo have argued that 
trade and other forms of economic exchange promote peace between states. 
As Montesquieu ( [1748]1989 : I, Bk. 20, chap. 1) argued,  “ peace is the 
natural effect of trade. ”  Thomas Paine  ([1791/92]1969)  stated it more 
strongly:  “ If commerce were permitted to act to the extent it is capable, it 
would extirpate the system of war. ”  These classical liberal arguments form 
the basis of what Doyle ( 1997 : chap. 7) calls the tradition of  “ commercial 
pacifi sm ”  and what some call the  “ capitalist peace ”  (Weede,  2003 ; Gartzke, 
 2007 ). 

 The liberal view that trade promotes peace was in part a response to the 
mercantilist economic ideology that dominated most of the seventeenth and 
eighteenth centuries. Mercantilists were economic nationalists who believed 
that economic policy was an instrument of state policy for the promotion 
of state interests, and that the state should regulate trade with that aim in 
mind. With respect to domestic politics, the mercantilist system aimed to 
enhance state power against decentralized sources of economic power in 
society, which had been strong in the Middle Ages before the rise of the 
state. With respect to foreign policy, mercantilist policies aimed to strengthen 
the power of the state against other states in the system. 30  

 Mercantilist economic ideology led to closed trading systems, not open, 
liberal, free - trading systems. Most of a state ’ s trade was conducted with its 
own colonies, not with its competitors, who were excluded from a state ’ s 
economic sphere. State leaders feared that trade with competitors would 
only enrich their adversaries and increase their long - term military power 
and potential. The closed trading systems of the mercantilist were signifi -
cantly different than the free - trading systems that emerged with liberal 
economic ideologies. 

 Mercantilists widely believed that commerce and war were mutually 
reinforcing. Commerce contributed to the wealth that provided the eco-
nomic foundations of military power, and military power could be used to 
seize territory, resources, and colonies that strengthened the economic foun-
dations of state power. In Howard ’ s ( 1976 :47) words,  “ War, to paraphrase 
Clausewitz, was a continuation of commerce with an admixture of other 
means. ”  An important qualifi cation, though, is that although the pursuit of 
power and the pursuit of wealth were usually mutually reinforcing in mer-
cantilist thought, whenever they diverged the state must give priority to 
advancing state power over advancing wealth (Viner,  1948 ). 
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 Adam Smith and other liberals were highly critical of the mercantilist 
view that international economic relations constituted a  “ zero - sum game, ”  
that a gain for one state was a loss for its adversary. Liberals believed that 
there is a natural harmony of interests both between and within states. 
Trade based on specialization and comparative advantage could create an 
ever - expanding pie that would make all states better off. The imposition of 
tariffs, quotas, and any other forms of interference with market mechanisms 
reduces economic prosperity and consequently increases the likelihood of 
war (Silberner,  [1946]1972 ). Smith and other liberals criticized the mercan-
tilist emphasis on national economic monopolies and the protectionist and 
colonial policies that served those monopolies. They believed that those 
practices, combined with mercantilism ’ s assumptions of a zero - sum world, 
contributed to expansionist and militaristic policies of autarkic mercantilist 
states, of which they were highly critical. 

 By the late nineteenth century, Cobden, Mill, and other liberal theorists 
were arguing that with changes in the nature of production and the size 
of the market, war was becoming less and less useful as an instrument of 
state policy for the accumulation of wealth. Norman Angell  ([1910]1972)  
made a particularly strong statement to this effect in his book on  The 
Great Illusion . More and more, industrial economies were increasingly 
dependent on factors that were more easily acquired through trade than 
through conquest. Angell also emphasized that economic globalization 
enhanced fi nancial interdependence as well as commercial interdepend-
ence. It was not just the producers and the great trading fi rms whose 
interests were more and more served by peace rather than by war, but 
international bankers as well (Kirshner,  2007 ). As production and wealth 
became increasingly dispersed, mobile, and less tied to territory, the strate-
gies of political coercion and control advocated by economic nationalists 
became less and less effective. Trade was becoming a more effi cient strat-
egy for the accumulation of wealth, and war was becoming too costly 
for advanced industrial economies (Rosecrance,  1986 ; Brooks,  2005 ; 
Gartzke,  2007 ). 

 The outbreak and expansion of World War I only two years after the 
publication of  The Great Illusion  was widely regarded as a repudiation of 
Angell ’ s thesis (though Angell never actually said that a major war would 
be impossible, only that it would be devastating). That, plus the decline of 
economic interdependence in the 1930s, the outbreak of World War II, and 
then the US – Soviet rivalry of the Cold War period, dampened theoretical 
interest in the trade - promotes - peace hypothesis, though some argued that 
the autarky of the 1930s contributed signifi cantly to the outbreak of World 
War II (Kindleberger,  1973 ). It was not until the 1990s that social scientists 
 –  equipped with new methods, models, and data, and also interested in 
expanding the liberal international theory associated with the democratic 
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peace  –  turned again to the question of the relationship between economic 
interdependence and peace. 

 Liberal theorists suggest a number of more specifi c causal mechanisms 
to explain why trade and other forms of economic interdependence promote 
peace. 31  One of the most infl uential is the  “ economic opportunity cost ”  
hypothesis, sometimes also referred to as the  “ trade - disruption hypothesis ”  
(Polachek,  1980 ). Trade generates economic advantages for both parties 
based on specialization, effi ciency, and comparative advantage. Political 
leaders anticipate that war will disrupt trade and lead to a loss or reduction 
of the benefi ts of trade, and this loss of the gains from trade deters them 
from initiating militarized confl ict. On the other hand, lower levels of trade 
between states generate fewer economic opportunity costs of war and con-
sequently reduce economic incentives for political leaders to avoid war. 
These tendencies are reinforced by domestic political considerations. Trade 
increases the infl uence of economic groups who benefi t most from trade, 
and who, consequently, have incentives to use their infl uence to pressure 
the government to maintain the peace that helps promote trade (Rogowski, 
 1989 ; Solingen,  1998 ; McDonald,  2009 ). 

 The profi ts generated by capitalist economies make those states both 
strong and committed to a peaceful international order that creates optimal 
conditions for further trade. Capitalist states with democratic regimes are 
 “ powerful pacifi sts ”  (Lake,  1992 ) that are both relatively secure from 
foreign threats and lacking in the incentives for external aggression, at least 
against trading partners. They have shared interests in a stable international 
economy. This leads some to argue that democratic capitalist states have 
common interests, that those shared interests minimize the issues that might 
trigger violent confl icts, and that it is these common interests, rather than 
trade interdependencies per se, that minimize confl icts between capitalist 
states (Morrow, Siverson, and Tabares,  1998 ; Mousseau,  2000, 2009 ; 
Gartzke,  2007 ). 

 Some liberal theorists support their arguments about capitalist states ’  
lower propensity to war by referring to factors at the societal level. This 
goes back to the arguments of Comte, Spencer, and others that the underly-
ing spirit of industrial societies runs counter to the spirit of military societies 
because industrialism brings prosperity to the masses as well as to the busi-
ness classes and diverts their interests from external expansion and conquest 
to making profi ts (Veblen,  [1915]1966 ; Schumpeter,  [1919]1951 ). As 
Blainey ( 1988 :10) argues, people are  “ too busy growing rich to have time 
for war. ”  

  Realist and  r ationalist  c ritiques 

 Realists, who share the economic nationalism and statist orientation of the 
old mercantilists, criticize the liberal economic theory of peace on a number 
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of grounds. First of all, they argue (as do some non - realists) that even if it 
were true that trade has a pacifying effect, the magnitude of the impact of 
trade on decisions for war and peace is small relative to that of military 
and diplomatic considerations (Buzan,  1984 ; Levy,  1989b ). Realists, like 
mercantilists, argue that states are motivated primarily by power and that 
economic opportunity costs of war are minor in the context of the long - term 
struggle for power. Were the Western liberal democracies seriously con-
cerned about the short - term loss of trade when they made decisions to go 
to war against the hegemonic threats posed by Germany in 1914 and again 
in 1939? 

 Realists also argue that trade and other forms of economic interdepend-
ence can actually increase the level of militarized confl ict rather than reduce 
it (Barbieri,  2002 ). As Rousseau (cited in Hoffmann,  1963 :319) argued, 
 “  …  interdependence breeds not accommodation and harmony, but suspi-
cion and incompatibility. ”  Among other things, interdependence creates 
increased opportunities for confl ict. The greater the interdependence 
between states, the greater the number of things to argue about. In addi-
tion, whereas liberals argue that economic interdependence creates mutual 
dependence and incentives to avoid war, realists argue that interdepend-
ence may also be asymmetrical. Each is dependent on the other, but the 
degree of dependence is uneven. The less dependent party may be tempted 
to use economic coercion to exploit the adversary ’ s vulnerabilities and 
infl uence its behavior relating to security as well as economic issues. 32  
These can lead to retaliatory actions, confl ict spirals, and war. 33  

 The temptation to exploit asymmetries of interdependence is enhanced 
by the realist view that political leaders are concerned with  “ relative gains ”  
and that they aim to maximize their power relative to that of their adver-
saries. 34  Whereas liberals focus on absolute gains and ask how much states 
gain from trade, realists focus on relative gains and ask who gains more. 
Liberals are more interested in the size of the pie, while realists are more 
interested in who has the larger slice. With respect to economic gains, real-
ists assume that a state can convert any disproportionate economic gains 
into military power (Huntington,  1993a ). Realists argue that in relations 
between adversaries or rivals, political leaders on at least one side will fear 
that the adversary will gain more from trade and convert those gains into 
further economic gains, political infl uence, and military power. This leads 
realists to argue that leaders ’  concerns about relative gains will lead to 
reductions in trade in intense international rivalries and to the termination 
of trade if war breaks out between trading partners (Gowa,  1994 ). 

 Concerns about the effects of asymmetric interdependence (and even 
symmetrical interdependence) are also shared by many rational choice theo-
rists. One analytic problem with the economic opportunity cost model is 
that its causal logic focuses only on the costs and benefi ts to individual 
states and ignores strategic bargaining between states. If states are mutually 
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dependent and fear the economic opportunity costs of escalation and war, 
it is quite possible that both might make concessions to avoid war, as the 
opportunity cost model predicts. It is also possible, however, that one side 
might conclude that its adversary has more to fear from war and more to 
lose in terms of opportunity costs of war, and that the adversary can be 
coerced to make concessions to avoid war. This is particularly likely if 
interdependence is asymmetrical. One state might actually increase its 
demands during a crisis, and engage in threats of force to back those 
demands, something that is even more likely to occur if one side is more 
risk acceptant than the other. 

 In a crisis between interdependent states, then, it is unclear whether states 
will make concessions to avoid the opportunity costs of war or whether 
they will attempt to exploit their adversary ’ s fear of war through increased 
coercion. Depending on the magnitude of the increased demands, war might 
be more rather than less likely under conditions of interdependence. In the 
absence of more information, the outcome is indeterminate (Morrow, 
 2003 :90). 

 This line of argument leads some rational choice theorists to suggest 
another mechanism through which economic interdependence contributes 
to peace. The advantage of high levels of economic interdependence is that 
it provides states with a greater range of options for sending credible signals 
of their resolve in a dispute. Trade and fi nancial instruments serve as addi-
tional mechanisms (economic sanctions, for example) through which states 
can emphasize their evaluation of the issues at stake and their determination 
to hold fi rm, but with less cost and risk of escalation (Morrow,  1999, 2003 ; 
Gartzke, Li, and Boehmer,  2001 ). Economic sanctions are costly to the 
initiator as well as to the target. Only states that are highly resolved will 
be willing to incur those costs, so cutting back on trade or fi nancial fl ows 
helps a state to signal its resolve in a dispute. Other states understand this, 
and the result is to reduce uncertainty about adversary intentions and con-
sequently to reduce the danger of a war through miscalculation. Economic 
signaling also avoids (or at least delays) the resort to military threats that 
might also induce compliance but that are also more likely to induce 
counter - threats and escalation. 

 Realists also question the standard liberal assumption that trade is always 
more effi cient than military coercion in expanding markets and investment 
opportunities and in promoting state wealth. Realists argue that for much 
of human history military force has been a useful instrument to promote 
state wealth as well as power. Many liberals concede this point, but argue 
that as the foundations of wealth and power have historically shifted from 
territory to industrialization and now to knowledge - based forms of produc-
tion, the economic value of territorial conquest has diminished, at least for 
advanced industrial states. The greater the mobility of production and of 
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capital, the less is the utility of war as a means for acquiring wealth (Hir-
schman,  [1945]1980 ; Brooks,  2005 ). Strategies of enhancing wealth through 
conquest have been replaced by strategies of enhancing wealth through 
trade, fi nance, and other forms of economic exchange. This line of argument 
leads Rosecrance  (1986)  to argue that the military state has gradually given 
way to the trading state. 35  

 Both the trade - promotes - peace arguments and some of the realist cri-
tiques sound plausible in principle. Whether the deterrent effects of the 
gains from trade outweigh the potentially destabilizing effects of economic 
asymmetries and economic competitions, and whether the latter escalate to 
trade wars and militarized confl icts, is ultimately an empirical question that 
analysts began to systematically analyze in the 1990s. 36  The evidence so far 
suggests that, on average, trade tends to reduce the probability of war 
(Polachek,  1980 ; Russett and Oneal,  2001 ; but see Barbieri,  2002 ), but that 
the strength of the relationship is relatively modest. Contrary to both liberal 
and realist expectations, however, there are numerous instances in which 
trade continues between warring parties (Ripsman and Blanchard,  1996/97 ; 
Barbieri and Levy,  1999 ). 

 Most empirical analyses of the relationship between economic interde-
pendence and peace have focused on the impact of trade on peace. 37  Some 
theorists have suggested, however, that trade is less important than other 
elements of global capitalism in mitigating the effects of violence. They 
emphasize the greater effects of fi nancial markets, the coordination of 
monetary policy, economic development, and the mobility of production, 
and they attempt to incorporate these factors into their models (Crescenzi, 
 2005 ; Brooks,  2005 ). Gartzke  (2007) , looking at the period from 1950 – 92, 
fi nds no wars between capitalist states (or between democratic states). His 
other analyses, along with those of Mousseau  (2000, 2009) , Hegre  (2000) , 
and Mousseau et al.  (2003) , suggest that the combination of integrated 
economic markets and economic development is a more powerful source 
of peace than is democracy. The debate over whether we are witnessing a 
 “ democratic peace ”  or a  “ capitalist peace ”  is now a lively topic of scholarly 
debate. 

 Although the liberal economic theory of peace, like so many other theo-
ries of international confl ict, was developed with the experience of the 
European great powers in mind, the trade - promotes - peace hypothesis, 
along with the realist critique, has enormous relevance for the contempo-
rary world. The enormous increases in globalization during the last couple 
of decades have involved increasing degrees of economic interdependence. 
The pacifying effects of trade have undoubtedly contributed to the condi-
tion of stable peace among the advanced industrial democracies of the 
European Union. Whether China ’ s engagement in the world economy will 
continue to contribute to its  “ peaceful rise ”  remains to be seen. Whether 
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the lure of prosperity through trade will have a comparable effect in the 
Middle East or other regions, or whether it will be too weak to overcome 
long - standing hostilities between Arabs and Israelis or between other 
peoples, is a critical question for the future. 

 We might also note that economic nationalist ideologies are not entirely 
a thing of the past. Russian economic relationships with some East Euro-
pean states appear to be driven more by considerations of political infl uence 
than the market rationality of supply and demand. Russian manipulation 
of natural gas supplies and price to the Ukraine in 2008 – 09 and to Europe 
is a good example. Another question is whether the global fi nancial crisis 
beginning in 2008 will lead states to adopt more protectionist  “ begger - thy -
 neighbor ”  policies, as they did in the 1930s, contributing, some argue, to 
the outbreak of World War II (Kindleberger,  1973 ). 

 Realists and other critics of the liberal trade - promotes - peace hypothesis 
often point to World War I as a glaring anomaly in the liberal argument, 
since war occurred despite high levels of interdependence. Let us return 
to this question, since it engages the levels - of - analysis theme that runs 
throughout this book. As we have argued, most explanations for the trade -
 promotes - peace hypothesis are basically dyadic in terms of both the level 
and unit of analysis. Its proponents usually ignore the systemic context in 
which trade and fi nancial fl ows take place, particularly the pattern of dip-
lomatic alignments and alliances. This is a critical omission, because the 
logic underlying the dyadic economic opportunity cost model does not 
necessarily imply that economic interdependence always promotes peace at 
the system level when third parties are involved. 

 At the dyadic level, economic interdependence between A and B may 
help to reduce the probability of war between A and B. But if B threatens 
C, and if A simultaneously has an economic or security interest in maintain-
ing C ’ s security against B, A ’ s economic ties with B may dissuade A from 
attempting to deter B ’ s attack on C. As a result, economic interdependence 
between A and B may  increase  the probability of war between B and C. 
That war could even escalate to draw in A. 

 This contributes to our understanding of how economic interdependence 
failed to prevent World War I. Britain ’ s failure to make a formal commit-
ment to join France and Russia if they were attacked by Germany, which 
many historians argue was a critical factor leading to the German decision 
for war (Fischer,  1967, 1988 ), derives in part from the extensive economic 
ties between Britain and Germany prior to the war and by Britain ’ s hesita-
tion to alienate its key trading partner by attempting to restrain that part-
ner ’ s strategic ambitions (Papayoanou,  1999 ). This reduced Germany ’ s 
expected costs of going to war with France and Russia, since there was no 
certainty of British intervention against them. At the dyadic level, the trade -
 promotes - peace hypothesis actually worked in the sense that it led to closer 
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ties between Germany and England. At the system level, however, those 
close ties undermined deterrence and made a European war more likely. 38  

 There are other economic theories of war and peace besides liberal and 
realist theories of economic interdependence. Most of the others are framed 
at the societal level, to which we turn in the next chapter.   

  Notes 

1.   Scholars often classify theories of the democratic peace as dyadic - level. This 
is based on the fact that the observed absence of war between democracies 
refl ects a dyadic - level outcome. But the closely related hypothesis (with less 
supporting evidence) that democracies are more peaceful than are other states 
(regardless of their regime type) has a state - level dependent variable. In addi-
tion, and as noted in chapter  1 , we are following Waltz  (1959)  and defi ning 
the levels of analysis in terms of causal variables rather than the dependent 
variables or outcomes they are invoked to explain. Most theories of the demo-
cratic peace focus on internal causal factors that are unique to democracies 
and that lead them to behave differently than other states. For that reason, 
we defer a discussion of the democratic peace until the next chapter on state 
and societal theories of war.  

2.   Some of the book - length studies in this area include Diehl  (1998) , Thompson 
 (1999) , Diehl and Goertz  (2000) , Leng  (2000) , Maoz and Mor  (2002) , Colaresi 
 (2005) , Paul  (2005b) , and Colaresi, Rasler, and Thompson  (2007) . One of the 
main purposes of these books is to establish the signifi cance of focusing on 
rivalries as an explanatory path. To do that it is necessary to identify who 
have been rivals and to document the extent to which they have monopolized 
interstate confl ict (see especially, Diehl and Goertz  (2000)  and Colaresi, Rasler, 
and Thompson  (2007)  on these questions). Once that foundation is con-
structed, the more conventional tasks of explaining how rivalries escalate or 
terminate becomes the focus. Dreyer and Thompson  (forthcoming)  describes 
each of the strategic rivalries in effect between 1816 and 2005 and those of 
the major powers back to the 1490s.  

3.   American intelligence on al Qaeda and on Iraq is a good example.  
4.   On territorial disputes, see Huth  (1996b) , Vasquez  (1996) , and Colaresi, 

Rasler, and Thompson  (2007) ; on arms races, see Gibler, Rider, and Hutchison 
 (2005) ; on diversionary theory, see Levy  (1989a)  and Mitchell and Prins 
 (2004) . Another topic that has been viewed from the rivalry lens is the demo-
cratic peace. See, for instance, Bennett  (1997) , Hensel and Goertz  (2000) , and 
Rasler and Thompson  (2005)   

5.   It is also possible to extend the concept of rivalries to domestic rivals in civil 
wars. DeRouen and Bercovitch  (2008)  fi nd that extended domestic rivalries 
are fairly common and make resolving civil wars more diffi cult.  

6.   This is reminiscent of Tilly ’ s  (1975, 1990)  argument that war contributed to 
state - building in early modern Europe. For critiques of the war - makes - the -
 state hypothesis, see Spruyt  (1996)  and Centeno  (2002) .  
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7.   We argue elsewhere that weak states are less likely to participate in interstate 
wars and more likely to experience intrastate wars (Levy and Thompson, 
 2010b ).  

8.   On different paths from rivalry to war involving spatial and positional issues, 
compare Vasquez  (1996)  and Rasler and Thompson  (2000a) . Alternatively, 
Thompson  (2003)  contends that multiple,  “ ripe ”  rivalries make systemic wars 
more probable. See also Vasquez  (1998a) .  

9.   For arguments about the beginning and ending of rivalries, see Goertz and 
Diehl  (1995) , Bennett  (1998) , Colaresi  (2001) , Thompson  (2001b) , and Maoz 
and Mor  (2002) . For a different view of rivalry dynamics and a comparison 
of the  “ punctuated equilibrium ”  versus  “ evolutionary ”  models, see Diehl and 
Goertz ( 2000 :202 – 206).  

10.   People who study the connections between rivalries and war think the relation-
ship is indispensable. Critics say that one is only using information about 
confl ict histories to explain, rather tautologically, the probability of more 
confl ict. One key question is whether (1) one set of causal variables fully 
explains both past confl ict and current confl ict within a rivalry or (2) past 
confl ict itself has an additional causal impact on current confl ict, by creating 
or reinforcing intractable hostility, by generating incidents that one side wants 
to avenge or losses that it wants to recover, by bringing to power new elites 
committed to a more confrontational strategy, or more generally by  “ locking 
in ”  the confl ict at a higher level. Past confl ict has an independent causal impact 
on current confl ict in the second path but not in the fi rst. Neither path techni-
cally involves a tautological relationship. For a critique of rivalry analysis and 
a direct response, see Gartzke and Simon  (1999)  and Colaresi and Thompson 
 (2002) .  

11.   Partial support for this assumption comes from Sample ’ s  (2002)  fi nding that 
in the period from 1816 – 1992 military build - ups have increased the likelihood 
of dispute escalation for major power dyads and for minor power dyads but 
not for mixed dyads.  

12.   Like most researchers using statistical methods to study international confl ict, 
Senese and Vasquez  (2008)  adopt the Correlates of War project ’ s defi nition 
of a militarized interstate dispute (or MID) as  “ cases of confl ict in which the 
threat, display, or use of military force short of war by one member state is 
explicitly directed towards the government, offi cial representatives, offi cial 
forces, property, or territory of another state. Disputes consist of incidents 
that range in intensity from threats to use force to actual combat short of war ”  
(Jones, Bremer, and Singer,  1996 :163). Data on MIDs can be found at  www.
correlatesofwar.org .  

13.   The emphasis on territorial disputes raises the interesting question of  why  
territory is so important. Senese and Vasquez ( 2008 :9 – 10) make no attempt 
to fully answer this question, since they are more interested in the conse-
quences of territoriality than its sources. They suggest, however, that it prob-
ably has something to due to humankind ’ s biological inheritance, since the 
threat and use of violence to defend territory is something that humans share 
with other vertebrates.  

14.   Scholars often confuse  realpolitik , which is a state strategy or set of practices 
often equated with  “ power politics, ”  with realist theory, which is a theory 
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constructed to explain those practices. One can in principle observe power 
politics practices yet develop a non - realist theory in order to explain those 
practices.  

15.   For earlier research on the relationship between alliances and war, and par-
ticularly on the question of whether alliances tend to deter war or provoke 
war, see Singer and Small  (1968) , Holsti, Hoppman, and Sullivan  (1973) , Walt 
 (1987) , Oren  (1990) , G. Snyder  (1997) , Gibler  (2000) , and Leeds  (2003) .  

16.   For research on arms races and war, see Huntington  (1958) , Richardson 
 (1960) , Wallace  (1982) , Diehl  (1983) , Kennedy  (1983) , Morrow  (1989) , 
Sample  (2000, 2002) , and Glaser  (2004) .  

17.   We discuss crisis decision - making in chapter  5 .  
18.   Coercive threats sometimes succeed in inducing compliance, and they some-

times backfi re and trigger counter - threats and escalation. Most empirical 
research suggests, however, that bullying strategies generally do not work and 
that strategies of reciprocity are more effective (Leng  1993 ; Axelrod  1984 ). 
The key question is the conditions under which military threats succeed and 
when they fail (Jervis,  1976 : chap. 3). The question of defi ning success and 
failure is quite complex, however, because it involves not only the outcome 
of the current crisis but also the generation of reputational effects that might 
infl uence future beliefs and behavior. The literature on reputation is itself quite 
complex. There is some evidence that political actors usually attempt to build 
up their reputation for resolve on the assumption that it will infl uence others ’  
perceptions and behavior in future interactions, but that other actors usually 
pay little attention to those reputations. They generally base their expectations 
of their adversary ’ s likely behavior on their judgments of its interests in the 
current crisis rather than on its behavior in past crises (Press,  2005 ). There is 
also evidence that actions to establish reputations for resolve have a different 
impact on allies and on adversaries (Mercer,  1996 ). See also Jervis  (1970) , 
Snyder and Diesing  (1977) , and Crescenzi  (2007) .  

19.   Defensive realists, who believe that the anarchic structure of the international 
system does not compel aggressive behavior and that security - seeking states 
can live in peace, are more likely to agree with many of the points in Senese 
and Vasquez  (2008) . But even defensive realists recognize the dynamics of 
action – reaction cycles.  

20.   For an infl uential statement that war is learned behavior, see Mead  (1940) . 
For another perspective on realist strategic culture, see Johnston  (1995) .  

21.   In arguing that territorial behavior is part of humankind ’ s biological inherit-
ance, however, Senese and Vasquez  (2008)  imply that such behavior cannot 
be easily unlearned. Thus the fi rst stage of the steps - to - war model will be the 
most diffi cult to eliminate. The implication is that territorial disputes are likely, 
and that what is critical is what kinds of foreign policy practices states adopt 
to handle those confl icts.  

22.   We return to the concept of  “ rationality ”  in chapter  5  on individual decision -
 making. While many structural realists argue that states and other actors 
generally select those strategies that they believe will maximize their interests, 
rational choice theorists would argue that structural realists have an underde-
veloped conception of rationality. They focus on structures and either ignore 
preferences or simply assume that preferences are induced by the structure of 
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the system, and they also downplay the importance of specifi c details of the 
informational environment. For a useful introduction to strategic choice 
theory, see Lake and Powell  (1999) .  

23.   We deal with psychological explanations for war in chapter  5  and domestic 
explanations in chapter  4 .  

24.   Another problem is that it is not at all clear that the revelation of private 
information would be seen as credible, as opposed to a bluff designed to coerce 
the adversary into greater concessions.  

25.   The private information mechanism is a general theory of confl ict and is not 
restricted to war and peace. In labor – management negotiations, for example, 
a breakdown in bargaining might take the form of a strike or a lockout, either 
of which would be costly for both parties. Strikes and lockouts, like wars, do 
not last forever, and the dispute is eventually settled. If, at the onset of the 
dispute, both sides had similar views of what the fi nal settlement was likely 
to look like, they could go straight to that settlement and spare themselves the 
cost of lost wages and revenues. So the question is:  “ why can ’ t they settle? ”  
The bargaining model suggests that the answer is disagreements about what 
the likely settlement would look like, based on different views of how resolved 
each side is and how well each side could endure a strike or lockout, along 
with incentives not to reveal that information. That is, costly confl icts are the 
product of disagreements about relative  “ power ” ; the  “ fi ghting ”  (strike, 
lockout, or war) is an attempt to demonstrate relative power, to impose costs 
on the adversary, and to convince the adversary that a settlement on one ’ s 
own terms is preferable to a continued confl ict; and confl icts are settled when 
adversaries agree on their relative power. A similar argument applies to plea 
bargaining. If the prosecutor and defendant each has similar perceptions of 
the strength of the evidence (their relative power), they can reach a settlement 
and avoid a costly trial.  

26.   One possible way of circumventing the indivisibility of an issue is for the actors 
to agree to alternate in sharing the good. If the issue is control over territory 
X, and if the territory cannot be divided or if shared control is not possible, 
states can trade off controlling the territory. The problem, of course, is that 
once one state controls the territory it might renege on its promise to give it 
back. Or at least the second state might not believe the promise is credible. 
This shifts us back to the commitment problem. This problem reinforces the 
argument that private information and commitment problems are the two 
primary paths to war for rational unitary actors.  

27.   We can illustrate what this means by a monetary example. If given a choice 
between $5 for certain or a gamble that yield an outcome of $10 with 50 
percent probability and $0 with 50 percent probability, a risk - neutral actor 
would be indifferent between the two (since the expected value of the certain 
outcome is equivalent to the expected value of the gamble). A risk - averse actor 
would prefer the certain $5. A risk - acceptant actor would prefer the gamble.  

28.   The constructivist emphasis on a community of nations with shared values 
and/or international norms is often referred to as  “ sociological liberalism. ”   

29.   As we said in note 1, we will deal with republican liberalism and the demo-
cratic peace in chapter  4 . We do not cover the effects of international law and 
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institutions on the causes of war. There are some important books on inter-
national institutions going back many years (Claude,  1971 ), and an emerging 
literature (Russett and Oneal,  2001 : chap. 5; Pevehouse and Russett,  2006 ) 
on the impact of international institutions on interstate war. Scholars have 
devoted a great deal of attention to the infl uence of the United Nations, the 
World Bank, and other international institutions on the outbreak, termination, 
and consequences of civil war (Collier et al.,  2003 ) and on the impact of 
regional institutions on regional orders (Lake and Morgan,  1997 ; Solingen, 
 1998 ). International institutions have less of an impact on great power 
confl ict, however, though research on security regimes (Jervis,  1982, 2002 ; 
Haftendorn, Keohane, Wallander,  1999 ) is an important exception. For a 
good sense of liberal – realist debate on the impact of international institutions, 
see Mearsheimer  (1994/95, 1995)  and Keohane and Martin  (1995) . On the 
law of war, see Neff  (2005)  and O ’ Connell  (2005) .  

30.   For different perspectives on mercantilism, see Minchinton  (1969) .  
31.   For a summary of liberal arguments and of the realist critique, see Doyle 

 (1997) , Russett and Oneal  (2001) , Mansfi eld and Pollins  (2003) , and Schnei-
der, Barbieri, and Gleditsch ( 2003 ).  

32.   Marxists and neo - Marxists also emphasize the coercive element in asymmetri-
cal relationships. They argue (at the systemic level) that the historical domi-
nance of the West over the rest of the world for the last fi ve centuries was 
an important source of confl ict between the  “ core ”  and the  “ periphery ”  
(Semmel,  1981 ).  

33.   The US oil embargo against Japan in 1941, motivated by American attempts 
to exploit Japanese dependence on American oil to compel Japan to stop its 
expansionist behavior in Asia, set off a confl ict spiral that led to the US –
 Japanese war in the Pacifi c (Sagan,  1988 ). On the possibility of increased 
Sino – Indian confl ict in the future due to economic interdependence, see Rapkin 
and Thompson  (2006) .  

34.   On debates regarding the importance of relative gains, see Waltz  (1979) , 
Grieco  (1990) , Snidal  (1991) , and Powell  (1991) .  

35.   Some have questioned the argument that the benefi ts of conquest through war 
is a thing of the past and that territorial conquest is no longer feasible for 
advanced industrial states in the modern era. Liberman  (1996)  argued that 
modern economies make both coercion and repression more effi cient. Milward 
 (1977)  found that Germany effectively exploited the French economy it occu-
pied during World War II. In the Pacifi c War between Japan and the United 
States (1941 – 5), Japan ’ s need for oil and other resources in Southeast Asia in 
the face of an American oil embargo was a key motivation leading to Japan ’ s 
war of conquest in Asia and then to its war against the United States (Iriye, 
 1987 ). That was an extraordinarily high - risk war for a great power, however, 
and the development of nuclear weapons magnifi es those risks many times over. 
It is hard to imagine that the political leaders of advanced industrial states in 
the contemporary era might conclude that their economic interests would be 
better served by a strategy of military conquest than a strategy of free trade.  

36.   One potential problem that empirical analysts need to contend with is the 
possibility that the causal arrow between trade and peace might be reversed. 
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Rather than trade promoting peace, it is peace that creates conditions for trade 
and prosperity (Reuveny and Kang,  1996 ). In this view, peace is the cause of 
increased trade rather than the consequence of increased trade. In fact, the 
relationship between trade and confl ict is probably a reciprocal one, with each 
having some positive impact on the other. There is some support for this argu-
ment in the quantitative literature (Keshk, Pollins, and Reuveny,  2004 ).  

37.   For the argument that scholars should not focus on the total amount of trade, 
or trade as a proportion of gross domestic product, but instead on trade in 
strategic goods (refl ecting a realist argument), see Ripsman and Blanchard 
 (1996/97) .  

38.   Crawford  (2003)  makes the system - level argument that British leaders were 
deliberately ambiguous about their intentions to intervene in continental war 
in an attempt to maintain the peace between Germany and Russia. Glenn 
Snyder  (1997)  refers to this as a  “ saddle strategy. ”  Copeland  (1996)  applies 
a  “ trade expectations ”  model to the July 1914 crisis, and McDonald advances 
a domestic political economy model.          



 The State and Societal Level     

4

     Explaining war in terms of causal factors internal to states is an old tradi-
tion in the study of international relations. In his infl uential book  Man, the 
State, and War , Waltz  (1959)  traces a long line of  “ second - image ”  theorists 
who locate the causes of war in the conditions and processes within states. 
He examined theories that focused on the international political and eco-
nomic structures of states and societies, with particular attention to liberal 
theories and to Marxist – Leninist theories. As we noted earlier, however, 
Waltz  (1979)  believed that the fundamental causes of war were located at 
the systemic level, so he was critical of most nation - state - level theories of 
war and their prescriptions for a more peaceful world. 

 There is a wide range of more specifi c arguments through which state 
structures, conditions, and processes are said to increase the likelihood of 
war. Some cultures or ideologies may be particularly warlike, though 
Wright  ([1942]1965)  found little evidence to support that popular argu-
ment. Kant, Bentham, and other Enlightenment philosophers believed that 
the warfare that had plagued Europe for centuries could be traced to the 
personal and political interests of the aristocratic leaderships that ruled 
territorial states. These scholars argued that states with representative insti-
tutions would be much less likely to wage war because those systems invest 
ultimate political authority in the hands of those who must suffer the hard-
ships of war (Kant,  [1795]1949 ). 

 Marx and his followers focused attention on the economic rather than 
political organization of societies, and argued that modern war arises from 
the economic imperatives of capitalist societies and the inequitable distribu-
tion of wealth within them (Lenin,  [1916]1939 ). A world of socialist states 
based on classless societies, they argued, would suffer little war. Other 
scholars have focused on domestic political institutions, cultures, ideologies, 
and religions as sources of war. 1  In the past half century more attention has 
been given to nationalism as a leading cause of war, with particular atten-
tion to the role of ethnonationalism in civil war. 
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 The degree of emphasis on the state and societal level of analysis in the 
causes of war has varied over time. It has also varied by discipline. Espe-
cially beginning in the 1960s, contemporary historians began to place 
enormous emphasis on the role of these societal - level factors. 2  At that time, 
however, international relations theorists in political science continued to 
focus on system - level realist variables in their study of war (Morgenthau, 
 1967 ; Waltz,  1979 ), as Vasquez  (1998b)  and Walker and Morton  (2005)  
have shown in their systematic assessment of the fi eld. International rela-
tions scholars began to develop new decision - making paradigms at both the 
organizational (Allison,  1971 ) and individual levels (Jervis,  1976 ; Lebow, 
 1981 ) in the 1970s and early 1980s, but they gave relatively little attention 
to societal - level variables (Levy,  1989b ). 

 The focus of international relations scholars began to change in the late 
1980s, and today there is as much attention devoted to societal sources of 
war as to any other level. A major factor leading to this shift was the 
growing interest in the  “ democratic peace, ”  after scholars realized that 
democracies rarely if ever go to war with each other. The study of the 
democratic peace has been one of the most infl uential lines of research in 
the international relations fi eld for the last two decades, and it has gener-
ated enormous interest in other aspects of the security behavior of democra-
cies. Scholars have also devoted a lot of attention to the diversionary theory 
of war and, more recently, to the impact of the domestic political economy 
on incentives and opportunities for war and peace. In the study of civil war, 
to which we return in chapter  7 , there is enormous scholarly interest in 
ethnic and religious identity, the political capacity of states, levels of eco-
nomic welfare, migration, and other factors that operate at the societal level 
or that include societal factors as a major step in the hypothesized causal 
chain leading to war. 

 It is important to recall at this point that domestic - level theories, if they 
consist exclusively of variables internal to the state, cannot provide a theo-
retically complete explanation of the causes of war and peace. As we 
emphasized in the introductory chapter, war and other forms of strategic 
interaction are the joint product of the actions of two or more states at the 
dyadic or systemic levels. Internal - level variables  –  whether at the societal, 
bureaucratic/organizational, or individual levels  –  are not logically suffi cient 
to explain the outcomes of strategic interaction between states. Such expla-
nations require the inclusion of dyadic or systemic - level causal variables. 
This is what Waltz  (1979)  meant when he argued, in the course of his 
critique of Marxist – Leninist theories, that a theory of foreign policy is not 
a theory of international politics. 

 It is quite useful for many purposes to distinguish between state - level 
and societal - level variables. This practice is standard among scholars in 
international political economy (Ikenberry, Lake, and Mastanduno,  1988 ), 
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but is also common in many analyses of war, peace, and international 
security (Rosenau,  1966 ). For the purposes of organizing our survey of 
theories of the causes of war, however, we follow Waltz ’ s  (1959)  original 
formulation and combine state and societal variables in a single category. 
Our rationale is that in many theories it is extraordinarily diffi cult to dis-
entangle state -  and societal - level variables. Many explanations of the demo-
cratic peace, for example, combine the institutional structure of democratic 
states with the role of democratic political cultures that leave publics averse 
to war and particularly to the casualties of war. Similarly, some scholars 
who focus on political elites emphasizes both the structure of power within 
the state and the nature of the societal interests that form the ruling 
coalitions. 

 With these considerations in mind, we turn to some of the leading state/
societal theories of interstate war. We begin with Marxist – Leninist theories 
of imperialism, which trace international confl ict to the interests and infl u-
ence of the capitalist class within society. After a brief examination of 
Schumpeter ’ s critique of Marxist – Leninist theory and his emphasis on the 
dominant infl uence of a military rather than an economic elite, we then 
consider a number of coalitional theories that argue that decisions for 
expansion or other grand strategies are the product of the actions of coali-
tions of different actors that act on the basis of their own parochial interests. 
These include Snyder ’ s  (1991)  theory of logrolled coalitions and the theories 
of the political economy of grand strategy advanced by Narizny  (2007)  and 
Lobell  (2006) . Next is a discussion of the democratic peace, the evidence 
behind it, and theories constructed to explain it. We end with an examina-
tion of Huntington ’ s  (1993b, 1996)   “ clash of civilizations ”  thesis.  

   M arxist –  L eninist Theories of Imperialism and War 

 One of the oldest and most comprehensive of all societal - level approaches 
to international confl ict can be found in the Marxist – Leninist theory of 
imperialism. Implicit in Marxist – Leninist theories, and in certain other 
forms of elite explanations of imperialism and war, is the view that these 
practices are costly for society in human and economic terms, that any 
benefi ts from war fall far short of justifying those costs, and that the capital-
ist class benefi ts from war and is ultimately responsible for war. The capital-
ist class captures or  “ hijacks ”  the state and uses the apparatus of the state 
to formulate policies to advance its own parochial interests while shifting 
most of the costs of those policies to other societal groups. In terms of the 
Clausewitzian framework emphasized earlier, imperialism and war, instead 
of being instruments of state policy for the advancement of state interests, 
are instruments of the ruling elite for the advancement of class interests. 3  
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 Karl Marx was a nineteenth - century philosopher who argued that all 
social and political relationships were determined by the underlying eco-
nomic structure and economic relationships, particularly the relationship 
between the owners of the means of production (capitalists) and the workers 
(the proletariat). The ongoing class struggle between the capitalists and the 
proletariat was, for Marx, the driving force of history. Marx himself focused 
primarily on domestic politics and did not develop a systematic interna-
tional theory. The international component was added primarily by Lenin 
 ([1916]1939) , who built on the ideas of Hobson  ([1902]1965) , Hilferding 
 ([1910]1981) , and Luxemburg  ([1913]1964) . Given Lenin ’ s central role 
we often refer to the  “ Marxist – Leninist ”  theory of imperialism, though 
there are in fact a number of variations of the theory (Kubalkova and 
Cruickshank  1980 ; Semmel,  1981 ). These theories all include the basic 
argument that international confl ict can be traced to the nature of capitalist 
economic systems and the interests of the capitalist class. 

 In the standard Marxist – Leninist worldview, capitalist systems are not 
self - suffi cient. They contain a number of  “ contradictions ”  that generate an 
inherent tendency toward stagnation and collapse in the absence of some 
kind of additional stimulus. That stimulus is provided by aggressive or 
imperialist foreign policies, which stabilize capitalist economies and enhance 
the profi ts of the capitalist class through several related causal mechanisms. 
This is clearly a societal - level theory, in which societal - level independent 
variables explain the foreign policy actions of states. 

 Although the vast majority of Marxist – Leninists emphasize the domestic 
sources of imperialism and war, it is important to note that some focus on 
system - level sources of international patterns, behavior, and confl ict, and 
particularly on the structure of the world political economy. They empha-
size relations of dominance and dependence between a wealthy  “ core ”  that 
was historically centered in Europe and a  “ periphery ”  located outside of 
Europe. Similar arguments are advanced by proponents of  “ world systems 
theory ”  in sociology. Wallerstein  (1984) , for example, traces such a system 
back to 1500 and examines hegemonic wars for the control of the system. 4  

 Earlier, in chapter  2 , we discussed  “ hegemonic ”  theories of international 
politics and general war  –  power transition theory (Organski,  1958 ; 
Tammen et al.,  2000 ), Gilpin ’ s  (1981)  related hegemonic transition theory, 
and Thompson ’ s  (1988)  long - cycle theory. None of these theories prioritizes 
economic classes, and none can be described as Marxist. Each, however, 
emphasizes the hierarchical structure of the world system, the importance 
of the world economy, and attempts by leading states to control it. It is 
often hard to differentiate system - level Marxist – Leninist theories from 
many alternative hegemonic theories. 5  It is also diffi cult to analytically 
distinguish between versions of Marxist theory that emphasize the role of 
the capitalist class in stabilizing and advancing the domestic economy as a 
whole 6  from realist theories emphasizing power and interest. 
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 Although recent history has not been kind to communist regimes, and 
although Marxist – Leninist theories have declined in infl uence in the social 
sciences, particular Marxist – Leninist hypotheses emphasizing the infl uence 
of parochial economic interests on foreign policy have been suffi ciently 
infl uential to have been incorporated, with some modifi cations, into more 
conventional liberal, pluralist, and sectoral approaches to the study of 
international politics. Questions about the viability of Marxism as an ideol-
ogy do not necessarily invalidate specifi c causal propositions associated 
with the theory. As we note below, a number of non - Marxist theories 
borrow some elements from Marxist – Leninist theories of imperialism, 
though not the philosophical underpinnings of Marxist theory. 

 Marxist – Leninists propose a number of motivations or causal mecha-
nisms though which capitalist states adopt aggressive foreign policies. 7  First, 
capitalist economies are characterized by excess production and under-
consumption, which derive from the inadequate purchasing power of the 
proletariat and ultimately from the inequitable distribution of wealth in 
capitalist societies. The result is surplus products, which generate pressures 
for imperialist expansion to secure external markets to absorb the surplus. 
This is the  underconsumptionist  theory of imperialism often associated with 
Hobson  ([1902]1965) . It is also referred to as the  “ surplus products ”  
hypothesis. 

 A related hypothesis, one given greater emphasis by Hilferding 
 ([1910]1981)  and Lenin  ([1916]1939) , is the existence of  surplus capital  
resulting from the declining rate of return on capital invested in the 
domestic economy. This line of argument suggests that capitalist econo-
mies and their inequitable distribution of wealth cannot absorb all of the 
profi ts generated by the capitalist class. Surplus capital generates pressures 
for external expansion in search of better investment opportunities 
and of higher rates of return on capital. In this view, expansionist foreign 
policies are necessary to secure those opportunities for investment 
overseas. 

 Lenin and others also emphasized the need of capitalist states for  raw 
materials  to fuel their rapidly growing industrial economies. For Lenin, 
however, raw materials were secondary, and the dominant factor was the 
need for investment opportunities abroad that provided higher rates of 
return on capital. Other Marxist – Leninists give more importance to raw 
materials and to the expansionist foreign policies necessary to secure them. 
Many attribute what they regard as aggressive American foreign policies in 
Vietnam in the 1960s to the search for raw materials (Magdoff,  1969 ), 
while most non - Marxist interpretations of the Vietnam War downplay 
those factors (Logevall,  1999 ). Similarly, arguments that American foreign 
policy in the Middle East and its military intervention in Iraq in 1990 – 91 
and 2003 were driven by the goal of controlling oil at cheap prices are quite 
consistent with a Marxist – Leninist perspective. 8  
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 Another form of stimulus in capitalist economies, but one that does not 
necessarily involve expansion and territorial control abroad, takes the form 
of high levels of military spending to stimulate the economy and to com-
pensate for the lack of demand in capitalist economies that results from 
underconsumption. Luxemburg  ([1913]1964)  fi rst made this point, arguing 
that the production of armaments was the only means by which surplus 
capital could be re - circulated into the economy. This argument suggests 
that capitalist economies need war  –  or at least the constant threat of war 
in the form of arms races, rivalries, and crises  –  to rationalize the high levels 
of military spending that are necessary to maintain high levels of aggregate 
demand in the economy and keep unemployment low. 

 This causal argument is often referred to as  military Keynesianism , 
which draws parallels with the role of fi scal policy in stimulating the 
economy in Keynesian economics. The resulting  “ war economy ”  increases 
the likelihood of interstate war by triggering arms races, which increases 
tensions and contributes to confl ict spirals. Some have argued, for example, 
that the United States was fi nally able to escape the  “ Great Depression ”  of 
the 1930s by building up a war economy at the end of the decade to con-
front Nazi Germany, thus providing the American economy the stimulus it 
needed. Others, however, are quite critical of this historical argument 
(Higgs,  2006 ). 9  

 The above - mentioned paths to war in Marxist – Leninist theory focus on 
the structural needs of capitalist economies as a whole. There are simply 
not enough markets for surplus products or investment opportunities for 
surplus capital, because the aggregate demand for goods and capital is too 
low. Another line of argument, which originated with Marxist – Leninist 
theories of imperialism but which have been incorporated into other mate-
rialist theories of confl ict, focuses on the private economic interests of 
individual fi rms or sectors, on their willingness to put their parochial inter-
ests above the national economic interests of the state, and on their political 
power to get their policy preferences accepted as government policy. This 
approach abandons the concept of a unifi ed capitalist class with homoge-
nous interests and recognizes important divisions among different economic 
groups within the capitalist class. The capitalist class as a whole may not 
benefi t from imperialism or war, but individual fi rms might have incentives 
to use their political infl uence to push for a more aggressive or expansionist 
foreign policy. 10  

 A version of this argument gained infl uence among segments of the 
American public in the 1920s in response to the dissatisfaction with the 
United States ’  intervention in World War I. Many believed that armaments 
manufacturers had a disproportionate impact on the decision to enter the 
war. More specifi cally, the argument was that shipbuilders, munitions 
makers, the builders of tanks and trucks, and certain other fi rms anticipated 
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that they would secure increased profi ts from war and use their infl uence 
to pressure the government to adopt increasingly hardline policies that were 
likely to lead to war (Tansill,  1938 ). This view came to be known as the 
 merchants of death  hypothesis. 11  

 This interpretation of American entry into World War I has been rejected 
by most historians, who emphasize the role of balance of power considera-
tions, American liberal ideology, the role of German submarines in attack-
ing American commerce, and other factors. The critics argue that while 
arms manufacturers and shipbuilders did profi t from the war, there was 
little evidence that they had a substantial impact on political leaders ’  deci-
sion to intervene in the war and that they induced President Wilson to take 
actions that he would not have otherwise taken. 12  

 Whereas Hobson and Lenin aimed primarily to explain the imperial 
expansion of the European powers in the late nineteenth century, their 
intellectual descendants have applied many of their arguments to the 
United States during the last century and during the Cold War in particular 
(Williams,  1962 ; Baran and Sweezy,  1966 ). Theories of the  military – 
industrial complex  give great emphasis to the role of private economic 
interests in shaping policy and generating military build - ups and a  “ war 
system ”  that produces profi ts for business but that go far beyond reasonable 
security precautions (Melman,  1970 ; Rosen,  1973 ). Indeed, many of these 
arguments have been incorporated into mainstream liberal critiques of 
American foreign policy  –  without accepting the broader philosophical 
system underlying Marxism. 13  

  Critiques of  M arxist –  L eninist  i nternational  t heory 

 This is not the place for a lengthy critique of the Marxist – Leninist theory 
of imperialism, and we refer the reader to other treatments (Aron,  1968 ; 
Cohen,  1973 ; Krasner,  1978 : chap. 1; Waltz,  1979 ; Brewer,  1980 ). It would 
be useful, however, to mention a few major lines of argument. Waltz 
 (1979) , for example, questioned the Marxist – Leninist argument that eco-
nomic pressures internal to capitalist states were the primary source of 
aggressive foreign policies. He argued that the great powers often engaged 
in expansionist behavior not because they were capitalist, but instead 
because they were powerful. Capitalism may have contributed to the power 
of the great imperialist states of the late nineteenth century, since it was the 
most effi cient economic system of the time, just as mercantilism was the 
most effi cient economic system of an earlier time. But it was power itself 
that led states to expand their interests and act more aggressively in pursuit 
of their interests. 

 Waltz ’ s theory of  “ great power imperialism ”  is a more general theory of 
imperialism than that proposed by Lenin, since it is not restricted to a 
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particular historical era. The fact that Lenin ( [1916]1939 :88 – 9) defi nes 
imperialism as  “ the monopoly stage of capitalism ”  has important implica-
tions, because it suggests that his theory is not able to explain imperialism 
that occurs before capitalism has reached the stage of monopoly. 14  This is 
critical, because the great period of European imperial expansion at the end 
of the nineteenth century took place prior to the development of monopoly 
capitalism or fi nance capital, which Lenin dated to the beginning of the 
twentieth century (Doyle  1997 :355 – 6). There are also great power imperial-
isms going back to the ancient Greeks, the Persians, and others. These 
cannot be easily explained by the Marxist – Leninist theory of industrial 
capitalism, though class - based theories have been invoked in explanations 
of many past wars. 15  

 Liberal theorists advance a different line of argument. They criticize the 
Marxist – Leninist view that the internal requirements of capitalist states for 
markets, investment opportunities, and raw materials leads to imperial and 
colonial wars to achieve those objectives. That view assumes that access to 
markets, investment opportunities, and raw materials requires formal politi-
cal control of the relevant territories, or economic spheres of infl uence that 
were closed to competing states. This assumption neglects the fact that even 
without closed trading spheres, the leading economies can dominate world 
trade by virtue of their economic effi ciencies in production, transportation, 
and fi nance. Free trade benefi ts the economically most effi cient states, as 
Robinson and Gallagher  (1950)  recognized in their classic study of the 
 “ imperialism of free trade. ”  16  

 It is useful to think of conquest and commerce as two alternative strate-
gies for increasing national wealth (Rosecrance,  1986 ). The great sea powers 
of Europe, including Britain and the Netherlands, deliberately chose policies 
that emphasized the effi ciency of production in free markets rather than 
political and territorial control that was more common for the leading 
continental states (Rasler and Thompson,  1989 ). While conquest was often 
the more effi cient strategy for some states in earlier historical eras, in the 
last two centuries a commerce - oriented strategy has generally been more 
effi cient for most states, and certainly for the economically advanced states, 
especially with the spread of globalization and the effi ciency of economic 
exchange (Rosecrance,  1986 ). 

 Other theorists question the specifi c causal linkages between imperialism 
and war proposed by Marxist – Leninists. Just because states have motiva-
tions to expand to secure markets, investment opportunities, and resources 
does not necessarily imply that they will end up in war against each other. 
The link between imperialism and war is underdeveloped in Marxist –
 Leninist theory. Some of the paths from imperialism to colonial war against 
a subject people for markets or resources are clear enough, but the links to 
a war between great powers are less clear. 
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 Many traditional balance of power theorists spoke of the benefi ts of an 
 “ open colonial frontier ”  that provided ample opportunities for great power 
expansion in the periphery of the system (at the expense of non - European 
peoples). Whereas great power confl icts in Europe directly engaged the most 
vital interests of the great powers, confl icts in the colonies were less likely 
to engage such vital interests and consequently were more easily resolved. 
Thus Morgenthau  (1967)  and many other balance of power theorists argue 
that imperial expansion might have actually reduced the likelihood of great 
power war by serving as a  “ safety valve ”  and diverting the points of confl ict 
between the great powers from Europe to the periphery. Lenin ( [1916]1939 : 
chap. VI) implicitly recognized the validity of this point in his argument 
that great power wars are relatively unlikely until the world has been ter-
ritorially divided among the major capitalist states (or monopolies), at 
which point further expansion becomes zero - sum and more likely to lead 
to war between the leading capitalist states. 

 We have relatively little systematic empirical research on the question of 
whether colonial expansion actually promoted great power peace in the 
past. Individual historical cases have been examined in considerable detail. 
One example is World War I. Marxists argue that World War I is a classic 
case of a war resulting from imperialist rivalries  –  between Germany and 
France in Africa, between England and Russia in central Asia, between 
England and France in Africa. Others argue that imperial expansion served 
as a safety - valve and that the cross - cutting nature of the imperial and Euro-
pean interests of the great powers dampened the pressures for war. It is 
signifi cant that many of the leading colonial rivalries were between states 
that ended up fi ghting on the same side in World War I (Joll,  1984 : chap. 
7). Britain opposed Russia in the  “ great game ”  in Asia and opposed France 
in Africa, but the three states fought on the same side against Germany. In 
addition, most of the colonial rivalries were settled before World War I, in 
part because of the German threat in Europe. 17  Marxist – Leninist theories 
have trouble explaining these patterns. 

 Even some Marxists have questioned the link between imperialism and 
great power war. The Marxist Karl Kautsky  ([1914]1970)  referred to an 
 “ ultra - imperialism ”  (or  “ hyper - imperialism, ”  in which the leading capitalist 
states formed a cartel to regulate their confl ictual tendencies and maintain 
the peace. Kautsky ’ s argument generated a major debate among Marxist 
theorists.  

  Schumpeter and  m ilitary  e lites 

 In response to the Marxist – Leninist view that the primary cause of imperial 
expansion was capitalism, and in particular the economic interests of the 
capitalist class, the liberal theorist Schumpeter  ([1919]1951) , like the 
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Marxist Kautsky, argued that imperialism was harmful not only to the 
country as a whole but also to the capitalist class within a country. He 
argued that modern imperialism and war were bad for business, that capi-
talist leaders and industrial workers both recognized this, and that they 
opposed imperialist policies. Other liberal theorists had made similar argu-
ments, but Schumpeter provided a new twist. The reason why states, includ-
ing capitalist states, pursue imperialist policies, he argued, is that those 
policies serve the interests of a politically powerful military elite. That elite 
had long ago gained control of the power of the state, managed to maintain 
its position of dominance, and used the state to advance its interests through 
aggressive foreign policies. 

 Warrior elites fi rst came to power, Schumpeter argued, in earlier eras 
when war served a useful function in the protection of empires and states 
against external predators. Once in power, however, warrior elites created 
a new military aristocracy and used war and the threat of war to justify 
their policies and maintain their dominant positions despite the fact that 
the state was secure and that aggressive military policies no longer served 
a useful purpose. This led Schumpeter ( [1919]1951 :6) to defi ne imperialism 
as  “ an objectless disposition on the part of a state to unlimited forcible 
expansion, ”  18  and to argue that modern military elites are  “ atavistic ”  
holdovers from an earlier era when they played a useful role providing 
external security for the state. 19  This is a variant of the  “ war makes the 
state ”  argument advanced by Tilly  (1975, 1990) . 20  In a memorable state-
ment of his theoretical argument, Schumpeter ( [1919]1951 :33) argued that 
 “ created by the wars that required it, the machine now created the wars it 
required. ”  

 In arguing that wars result primarily from the parochial interests of 
military organizations, Schumpeter  ([1919]1951)  seriously underestimated 
the real confl icts of interests between states, the diffi culty of resolving 
those confl icts, and the escalatory pressures induced by security dilemmas, 
misperceptions, ideological differences, and domestic pressures. We return 
to the role of military organizations in chapter  6 , but the recent American 
war in Iraq serves as a reminder that pressures from war often come more 
from civilian elites than from the military. The German military resisted 
Hitler ’ s early policies of military expansion (H. Deutsch,  1974 ), and it was 
Stalin and the communist party, not the military, that was in back of Soviet 
expansionism. There is also a big gap in Schumpter ’ s argument about how 
military elites initially came to power and how they have been able to hold 
on to power for centuries after that. Still, Schumpeter provided one of the 
most powerful statements of the idea of politically infl uential and self -
 interested military organizations imposing their parochial interests on 
states. This is an enormously infl uential argument, one that is central to 
many theories of the military – industrial complex (Mills,  1956 ; Rosen, 
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 1973 ), 21  militarism (Vagts,  1959 ; Berghahn,  1982 ), and bureaucratic 
politics.   

  Coalitional Models 

 Most analysts reject the view that either the capitalist class or the military 
is strong enough to be able to fully capture the state apparatus and use it 
to advance its own economic or domestic political interests. They focus 
instead on the kinds of coalitions that form to gain and maintain power 
and to conduct domestic and foreign policy. 

  Snyder and  l ogrolled  c oalitions 

 For Hobson and for Lenin, imperialism is driven by the economic interests 
of the capitalist class that gains control of the state. For Schumpeter, impe-
rialism is driven by the political interests of atavistic military elites who use 
war and the threat of war to rationalize their hold on power. Both argu-
ments emphasize that imperialism and war are contrary to the interests of 
society as a whole. This raises the question of how economic elites could 
maintain their hold on power for extended periods when their policies were 
harmful to the interests of the great majority of people. Jack Snyder  (1991)  
attempted to answer this question in his book  Myths of Empire , and in the 
process constructed an alternative theory of expansionist foreign policies. 

 Snyder concedes that more limited forms of expansion are often explained 
by system - level factors and by a rational cost – benefi t calculation to advance 
state interests, but his primary focus is  “ overexpansion. ”  These are cases 
of expansion  –  including both overly aggressive policies that trigger great 
power balancing coalitions and imperial overextension on the  “ periphery ”  
of the international system  –  that generate costs that are substantially higher 
than any conceivable gain from expansion. 22  Snyder accepts the premise 
that imperialism or overexpansion is harmful to society as a whole, and 
notes that the only way it can be benefi cial to the elite in power is if the 
elite is relatively small in size, so that members of the elite can reap sub-
stantial benefi ts from socially harmful policies while spreading the costs of 
such policies throughout society as a whole in the form of taxation. 

 In terms of collective action theory (Olson  1971 ), elite interests must be 
 “ concentrated ”  and fairly narrowly defi ned. But if groups are concentrated 
enough and narrow enough to benefi t from overexpansion while passing 
the costs of overexpansion on to others, they are almost certainly too 
narrow to maintain their control over state policy. At some point the vast 
majority of people, who suffer from overexpansionist policies, would rebel. 
On the other hand, if the elite in power were broad enough to control state 
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policy, its interests would have to be diffused over many groups, and it 
would not be able to reap enough of the benefi ts from socially costly over-
expansion to make that expansion worthwhile, since they could not pass 
on the broader costs of those policies to society. 

 The solution to this dilemma, according to Snyder, is that key internal 
groups  –  each with parochial interests in limited but different forms of 
imperial expansion, military build - ups, or autarkic economic policies  –  
create logrolled coalitions. The joint political strength of these coalitions is 
strong enough for them to be able to rule, and their joint interests are 
concentrated enough to be able to reap many of the benefi ts of expansionist 
policies while passing on the broader social costs to society as a whole. This 
comes at a cost, however, since the policies emerging from these logrolled 
compromises are more expansionist than either would prefer individually 
and often also more expansionist than can be supported by the available 
resources of the state. 

 In Snyder ’ s view, logrolled coalitions among elites with shared interests 
are not suffi cient to explain overexpansion or the stability of the ruling 
coalition behind it, because they fail to explain why the public goes along. 
Snyder  (1991)  argues that key elites justify their power and policies by 
promoting  “ strategic myths ”  that provide a justifi cation for their expan-
sionist policies. These myths include exaggeration of the current hostility 
of other states and of historical injustices committed by those states, of the 
strategic and economic value of empire, and of the likelihood that the 
adversary will back down in the face of hardline policies or that any war 
will involve minimal costs. The use of historical analogies based on lessons 
from the past plays an important part in the creation of national myths. 

 Note that in Snyder ’ s  (1991)  model, political leaders are not really learn-
ing from history, but instead selectively using history to rationalize their 
predetermined views and infl uence others. This  “ strategic ”  or  “ rhetorical ”  
use of history runs contrary to a  “ learning model, ”  in which individuals 
genuinely learn from historical experience (Jervis,  1976 ; Khong,  1992 ). We 
examine theories of learning in chapter  5  

 Although elite behavior is rational and strategic in Snyder ’ s  (1991)  
model, the same cannot be said of behavior of the masses, since the majority 
of people are driven by symbolic politics and appeals to patriotism. This 
explains why they succumb to these myths and support the existing coali-
tion even though its policies are often contrary to their interests. Snyder 
goes on to argue that in the end even elites depart from a pure rationality 
by buying into their own myths. They often internalize their own rhetoric 
or become politically entrapped in it. This inhibits their ability to learn from 
history. It also increases the obstacles to disengaging from increasingly 
costly expansionist policies. 

 Snyder  (1991)  further develops his theory by specifying the conditions 
under which these kinds of logrolled coalitions are most likely to arise. That 
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occurs in cartelized political systems dominated by distinct concentrated 
interests and the lack of a centralized political leadership to minimize the 
role of parochial interests. This is illustrated by Germany prior to World 
War I. Many historians have traced German expansionism to the  “ coalition 
of iron and rye ”  that dominated German politics for many years (Fischer, 
 1975 ; Wehler,  1985 ). Snyder ’ s theoretical model captures these dynamics 
quite well. Navalists and their shipbuilding allies wanted to expand the 
navy, but that risked alienating England. Agriculturalists in the East wanted 
protectionist policies to shield them from inexpensive grain from Russia, 
but those policies risked alienating Russia. Neither group had the political 
power to implement their preferred policies. 

 In response, these groups formed a coalition in which each backed the 
preferred policies of the other. The result was a policy of both naval expan-
sion and economic protectionism against Russia. Germany could probably 
have handled either of these external threats individually. What they could 
not handle was a combination of British and Russian hostility, which was 
the price the coalition of iron and rye paid to secure both of their policies. 
This increased hostility was an important domestic factor contributing to 
the rise of tensions leading to World War I. It was particularly important 
in generating both the Anglo – German naval race (Kennedy,  1982 ) and the 
Franco – Russian Alliance, which contributed to the encirclement of Germany 
and the intensity of the security dilemma for Germany. 

 Snyder argued that overexpansion occurs in democratic political systems, 
but that it is less frequent and less extreme. In democracies, where political 
leaders are responsible to a large electorate, interests are diffuse rather 
than concentrated. Consequently, it is harder for a single economic interest 
group to gain the concentrated benefi ts from expansionist policies and 
also harder for coalitions to form. In addition, in democracies in which 
there is a relatively free press, the expression of multiple points of view 
inhibits the formation of information monopolies and the development of 
strategic myths that serve parochial interests. Overexpansion is less likely 
in unitary oligarchies, in which a small elite has clear responsibility for 
policy and encompassing interests in avoiding the costs of overexpansion. 
Snyder argues that overexpansion is less predictable in dictatorial systems 
(Saddam ’ s Iraq, for example) in which there is no check on the preferences 
of the leader. 

 The theory of logrolled coalitions advanced by Snyder focuses on the 
foreign policy of a particular state, and particularly on state strategies that 
lead to overexpansion. Snyder ’ s model is not technically a model of war, 
because whether or not war occurs depends on the reaction of other states. 
Note that even the concept of overexpansion is somewhat problematic, 
because whether expansion is  over expansion depends on the reactions of 
other states. Presumably, if expansionist behavior is not forcibly resisted or 
if the expansionist state wins the war at acceptable costs, the outcome is 
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not defi ned as overexpansion. Snyder ’ s theory implies that we need one 
theory to explain overexpansion and a different theory to explain expan-
sionist policies that fall short of overexpansion. It would be far preferable 
to have a single theory of expansion. Still, Snyder has made an important 
contribution to the literature by emphasizing the role of concentrated and 
encompassing interests and their impact on coalition formation in foreign 
security policy.  

  Other  c oalitional  t heories 

 While Snyder  (1991)  focuses on imperial expansion and gives primary 
emphasis to the politics and compromises within the imperial bloc, other 
theorists have focused on the competition between opposing coalitions for 
power and infl uence within the liberal state (Fordham,  1998 ; Lobell,  2006 ; 
Narizny,  2007 ). Like Snyder ’ s  (1991)  theory of overexpansion, these 
are not so much theories of the causes of war as theories of the grand 
strategies states adopt in response to external threats. Each emphasizes the 
internal distributional consequences of alternative foreign policies for dif-
ferent groups within society (Rogowski,  1989 ), since the costs of increased 
defense spending and the policies associated with them are not borne 
equally by all groups within society. These theorists assume that domestic 
economic coalitions pressure the government based on their own economic 
self - interests. 

 Narizny  (2007)  presents a class - based analysis of the grand strategies of 
liberal democratic states, but one that departs from a Marxist framework 
in its theoretical foundations and in many of its predictions. He notes the 
conventional wisdom that leftist governments are weak on defense, and 
argues instead that leftist governments have historically been more likely 
than rightist governments to undertake major increases in military spending 
in response to external threats. Confronted with external threats, conserva-
tive governments are more inclined to seek external alliances or to attempt 
to appease their adversaries. Narizny explains these patterns by focusing 
on the economic interests of the primary coalition partners of left and right 
governments. 

 Conservative governments hesitate to pay for increased military spending 
through regressive taxation that imposes a burden on the poor because 
leaders fear both the electoral consequences of such taxation and possibly 
also some short - term mass social unrest, which might impede efforts to 
mobilize the economy and the country for war. Conservative governments 
also hesitate to raise taxes on the wealthy because the upper and upper -
 middle classes tied to rightist coalitions are unwilling to accept the increased 
taxes required for armament. They also fear the economic infl ation and 
general monetary instability that often accompany massive increases in 



The State and Societal Level 97

military spending, along with the increased government intervention in the 
economy and imposition of economic controls that are likely to follow. 

 Narizny argues that labor governments are generally more willing to 
support policies of massive rearmament in response to external threat. They 
are less constrained in taxing the rich, who are not part of their political 
coalition. Labor governments also see national security threats as providing 
an opportunity to take steps toward advancing some of their other political 
goals over the long term. Although a massive rearmament program usually 
precludes the expansion of social welfare programs in the short term, 
increasing taxation increases the extractive power of the state, which can 
eventually be used to expand social welfare programs. The economic regula-
tion associated with rearmament programs can also be retained after the 
threat passes, resulting in more controls and greater regulation of the 
economy over the long term. 

 Thus Narizny concludes that leftist governments are more willing than 
rightist governments to build up armaments when faced with an external 
threat, while conservative governments prefer to avoid defense spending by 
securing allies against external threats or perhaps appeasing those threats. 
Narizny is careful, however, to suggest scope conditions that specify when 
the model should and should not apply. 

 First of all, Narizny argues that the theory applies only to states that are 
sharply divided by class, where one major party represents the interests of 
the working poor and another represents the wealthy. 23  He restricts his 
hypotheses to the behavior of the government, not to the party in opposi-
tion. He also argues that the theory applies to situations in which a demo-
cratic government faces a sharp increase in threat in its strategic environment, 
but not to situations involving only a modest increase in threat, where a 
massive rearmament program would not be necessary. Under such condi-
tions, Narizny concedes that the conventional wisdom of leftist pacifi sm 
and conservative militarism might hold. 24  In addition, Narizny suggests that 
his theory does not apply to states at war or at the brink of war, where any 
government may have few policy alternatives to a rapid increase in arma-
ments. 25  These scope conditions add to the precision of Narizny ’ s model, 
and are useful for that purpose, but they signifi cantly limit the generalizabil-
ity of the model. 

 Narizny  (2007)  applies his theory to Britain and the United States since 
the 1860s and to France before the two world wars of the twentieth century. 
He concedes that one situation in which his theory fails to explain observed 
behavior is for the United States during the 1980s, where a conservative 
Reagan Administration undertook a major defense build - up against the 
Soviet Union. A better fi t for the model is Britain in the 1930s. The con-
servative government of Neville Chamberlain, faced with the rising threat 
from Nazi Germany, adopted a strategy of appeasement rather than one of 
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confrontation, while the opposition of the left was much more willing to 
support a confrontational policy against Germany. Narizny argues that the 
conservative Chamberlain government adopted the appeasement policy and 
was slow to rearm because they hesitated to impose taxes on the wealthy 
or to take actions that would result in increased government controls over 
the economy. 26  

 Lobell  (2006)  proposes a similar political economy model that explains 
responses to external threat in terms of the internal distributive conse-
quences of different policy responses to external threat. Lobell identifi es 
two primary domestic coalitions. One group is an outward - looking inter-
nationalist coalition that consists of the internationally competitive sectors 
of the economy and their allies, and the other is an economic nationalist 
coalition consisting of less competitive sectors and domestic - oriented 
groups. The internationalist coalition includes fi scal conservatives, export -
 oriented fi rms, large banking and fi nancial services, skilled labor, and 
fi nance - oriented bureaucracies. It prefers balanced budgets, low taxation, 
and low government spending, and it favors strong ties to the outside world 
and policies of conciliation and appeasement, arms control alliances, col-
lective security arrangements. These internationalist groups oppose building 
up armaments except as a last resort, for fear that an arms build - up will 
increase the cost of capital, curtail savings and investment, and reduce 
foreign exchange. They also fear that an arms build - up would increase 
infl ation, budget defi cits, taxes, economic controls, and state planning. 

 The supporters of the economic nationalist coalition, Lobell  (2006)  
argues, are the domestic benefi ciaries from the extraction of societal 
resources and other policies associated with the mobilization for war. These 
groups include ineffi cient industry and agriculture, import - substituting 
manufacturing fi rms, labor - intensive industry, public sector managers and 
workers, and imperial bureaucracies. They prefer policies that protect 
domestic industry and agriculture from foreign competition, that favor 
greater military preparedness and rearmament in the face of external threat, 
and (in older times) that favor stronger links to empire and colonies. 

 In an application of his model to Britain prior to World War I, Lobell 
 (2006)  argues that it was the shift from an internationalist coalition in the 
1912 – 14 period to a nationalist coalition in the 1914 – 16 period that led 
to a shift in Britain ’ s grand strategy from one of  “ limited liability ”  to one 
involving a  “ continental commitment ”  and a more aggressive war plan. 
Lobell ’ s interpretation of the 1930s is similar to Narizny ’ s  (2007) : the 
Chamberlain government pursued a policy of appeasement because it was 
unwilling to pay for signifi cant increases in defense spending through 
increased taxation, which would burden the supporters of the international-
ist coalition. That coalition would also object to the increased regulation 
of the market economy that would follow. 27  
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 The domestic theories of grand strategy advanced by Narizny  (2007)  and 
Lobell  (2006)  are important theoretical contributions that provide alterna-
tives to standard realist arguments that grand strategy aims to maximize 
state interests. In addition, their explanations of the appeasement policies 
of the 1930s are important contributions to the historical literature. Some 
have argued, however, that a realist interpretation of appeasement in the 
1930s cannot so easily be dismissed. They argue that appeasement was 
based on the recognition that Britain was weak both in military and eco-
nomic terms. Appeasement was a strategy for buying time for rearmament 
against Germany and for delaying a confrontation until Britain was in a 
stronger position to either deter Hitler from military aggression (Layne, 
 2008 ) or to prepare for a war they believed was probable (Ripsman and 
Levy,  2008 ). 

 Britain did in fact accelerate its defense spending beginning in the mid -
 1930s and then with more urgency in 1938. The primary reason that mili-
tary spending did not increase more rapidly, in this view, was British 
leaders ’  fears that Britain ’ s long - term decline and the worldwide depression 
left the British economy in a precarious position. More rapid spending 
would undermine the economic foundations that were necessary for 
Britain ’ s ability to mount a sustained recovery and fi ght a long war, which 
was the only kind of war Britain would be able to win. In this view, the 
economic costs of excessively rapid rearmament would hurt the country as 
a whole, not just the upper and middle classes. The primary constraint on 
political leaders was the national economic interest, not pressures from 
particular domestic groups or classes. In this view, British appeasement 
policy was a realist strategy driven by the aim of advancing the national 
interest, not parochial private interests, but was conducted under severe 
internal and external constraints. 28  

 Narizny  (2007)  and Lobell  (2006)  offer purely economic models of grand 
strategy, and posit that the willingness to accept the costs of a military 
build - up is a function of the economic interests of particular domestic 
groups. One factor they neglect is the ability of the political leader to use 
the symbolic politics of nationalism to unite a country facing an external 
threat behind his or her government. This is a key theme in the diversionary 
theory of war, to which we now turn.   

  The Diversionary Theory of War 

 Four centuries ago, Bodin ( [1576]1955 :168 – 9) wrote that  “ the best way of 
preserving a state, and guaranteeing it against sedition, rebellion, and civil 
war is  …  to fi nd an enemy against whom they can make common cause. ”  
At about the same time, Shakespeare  ([1596]1845)  suggested to statesmen 
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that:  “ Be it thy course to busy giddy minds/With foreign quarrels. ”  Wright 
( 1965 :727) argued that a key cause of war is the belief that war is a  “ neces-
sary or convenient means  …  to establish, maintain, or expand the power 
of a government, party, or class within a state. ”  It is now conventional 
wisdom that the use of force by an American president, under nearly any 
circumstances, generates a  “ rally  ’ round the fl ag ”  effect that boosts his 
popularity among the electorate, if only temporarily (Mueller,  1973 ; 
Kernell,  1978 ). 

 The tendency for foreign crises and wars to generate a  “ rally  ’ round the 
fl ag ”  effect that increases popular support for political leaders and often 
the power of the government is often explained in terms of the  “ in - group/
out - group ”  (or  “ confl ict – cohesion ” ) hypothesis. This was fi rst proposed by 
Simmel  (1898) , who argued that confl ict with an out - group increases the 
cohesion and political centralization of the in - group. He extended the 
hypothesis to international relations, and argued that  “ war with the outside 
is sometimes the last chance for a state ridden with inner antagonisms to 
overcome these antagonisms, or else to break up defi nitely. ”  Political leaders 
understand this, and leaders feeling insecure about their leadership positions 
may be tempted to provoke hostility with external groups in order to trigger 
a  “ rally ”  effect and thereby bolster their own support within the group. 

 Simmel recognized a need to qualify his argument, however, because 
under some conditions war can have the opposite effect and lead to a reduc-
tion of social cohesion. He noted that war  “ might either cause domestic 
quarrels to be forgotten, or might on the contrary aggravate them beyond 
reconciliation ”  (Simmel,  1898 :832). This line of argument was developed 
further by Coser ( 1956 :93 – 5), who argued that external confl ict will increase 
the cohesion of the in - group only under certain conditions: if the group 
already exists as a  “ going concern, ”  if it has some minimal level of internal 
cohesion, if it perceives itself as a group and the preservation of the group 
as worthwhile, and if it believes that the external threat menaces the in -
 group as a whole and not just one part of it. In the absence of these condi-
tions, external confl ict will exacerbate internal confl ict rather than dampen 
it, perhaps to the point of rebellion. While some German leaders in 1914 
were eager for war because they feared the rising tide of social democracy 
at home and believed that war would distract attention from social issues 
and unite the country around the German leadership (Kaiser,  1983 ), German 
Chancellor Bethmann - Hollweg feared the divisive and potentially revolu-
tionary consequences of war (Berghahn,  1973 ). 

 The in - group/out - group or confl ict – cohesion hypothesis has been so 
widely accepted among social scientists (although often without acknowl-
edgment of the Simmel – Coser qualifi cations) that some have suggested that 
it has acquired the status of a general law of behavior. Dahrendorf ( 1959 :58), 
for example, argues that:  “ It appears to be a general law that human groups 
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react to external pressure by increased internal coherence. ”  This is a major 
theme in social identity theory (Worchel and Austin,  1986 ) and in the lit-
erature on the anthropology of war (Ferguson,  1999 ), and it has potentially 
signifi cant implications for international relations theory (Mercer,  1995 ). 

 Historians and political scientists have identifi ed numerous cases in 
which political leaders ’  concerns about their low or falling levels of domes-
tic support contributed, in some instances quite signifi cantly, to their deci-
sions to go to war. As the Russian minister of the interior supposedly said 
on the eve of the Russo – Japanese War in 1904,  “ What this country needs 
is a short victorious war to stem the tide of revolution ”  (White,  1964 :38; 
Lebow  1981 :66). 29  Similarly, the Crimean War (1853 – 6) has been inter-
preted by many in terms of Louis Napoleon ’ s attempt to increase his politi-
cal support at home, particularly among French Catholics, by aggressively 
supporting the Catholics in Jerusalem against the Russian - backed Greek 
Orthodox. As Karl Marx said of the French leader, he  “ has no alternative 
left but revolution at home or war abroad ”  (Mayer,  1977 :225). Finally, the 
scholarly consensus is that a leading motivation for the Argentine invasion 
of the British - controlled Malvinas Islands in 1982 was the hope of main-
taining the internal political power of the Argentine military junta through 
a major military success abroad (Levy and Vakili,  1992 ). 30  

 Despite the numerous examples of leaders being drawn to war by the 
hopes of bolstering their domestic political support, it is clear that domestic 
political insecurity does not always lead to external scapegoating. It is also 
clear that the use of low - level military force for diversionary purposes does 
not always lead to war. Statistical studies of the relationship between 
domestic problems and the use of external military force  –  between domes-
tic threats to regime security and the tendency of governments to respond 
by  “ bashing the foreigners ”  (Russett,  1990 )  –  have generated mixed results, 
with most of the evidence suggesting that any relationship, if it exists, is 
not a strong one (Meernick,  2004 ). 31  

 The mixed nature of the statistical evidence raises the question of the 
conditions under which leaders are most likely to adopt a diversionary 
strategy. Among the conditions that scholars have identifi ed are low to 
moderate levels of domestic political support and legitimacy and poor eco-
nomic performance, which is a major factor contributing to low support 
levels. It is also argued that democractic regimes are more prone to the 
 “ political ”  use of force during certain periods of the electoral cycle. Most 
scholars argue that the likelihood of external scapegoating is greatest in the 
periods leading up to an election, as long as it is not so close as to be too 
obvious (Russett,  1990 ; James and Oneal,  1991 ). 32  Although most studies 
focus on overall support levels for political leaders as a key independent 
variable, some scholars argue that overall political support for the leader is 
less important than the level of partisan support  –  that is, support from 
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citizens who are members of the leader ’ s own political party and who 
therefore are most likely to vote for the leader (Morgan and Bickers,  1992 ). 

 The fact that democratic leaders are more directly accountable to their 
constituents than are authoritarian leaders generates the common argument 
that external scapegoating is more likely in democratic states than in non -
 democratic states (Gelpi,  1997 ). 33  Although this is a plausible hypothesis, 
even non - democratic leaders must maintain domestic support from key 
groups in government and society  –  the military, internal security apparatus, 
fi nancial community, or labor (Haggard and Kaufman,  1995 ; Geddes, 
 2003 )  –  and the support of those constituencies may also be enhanced by 
diversionary behavior. 

 Many of the examples of scapegoating noted above involve external 
military action by non - democratic regimes. The question of whether demo-
cratic or non - democratic groups are more prone to external scapegoating 
is an interesting empirical question that scholars have only begun to inves-
tigate. Also interesting are the questions of whether some types of demo-
cratic regimes  –  presidential or parliamentary  –  are more prone to 
diversionary behavior than others (M. Elman,  2000 ), and whether some 
types of authoritarian regimes  –  personalist, military, or single - party 
(Geddes,  2003 )  –  are more prone to external scapegoating than are others 
(Pickering and Kisangani,  2005 ; Weeks,  2008 ). 

 Another question that has received relatively little attention by scholars 
is that of who are the  targets  of diversionary action. 34  Presumably some 
states or groups make more useful targets than others for the purposes of 
generating a substantial and sustained domestic rally effect at minimum 
risk, but diversionary theory lacks a theory of targets. 35  One hypothesis is 
that because a leaders ’  domestic support is rarely enhanced by losing a war, 
they tend to avoid militarily superior adversaries. 36  Some might argue that 
weak states do not pose suffi ciently serious threats to generate rally effects, 
but the popular response to the US military intervention against Grenada 
in 1983 illustrates the power of symbolic scapegoating even in the absence 
of a serious external threat. 

 Going back to the discussion of international rivalries in the last chapter, 
we might hypothesize that historical rivals make particularly good targets 
for scapegoating, especially if those rivals are not too strong (Mitchell and 
Prins,  2004 ). Another hypothesis is that because of the emotions generated 
by ethnic loyalties and the historical grievances associated with them, ethnic 
rivals, unfortunately, make particularly useful targets for scapegoating by 
political elites. This is well - illustrated by Yugoslavian President Milo š evi ć  ’ s 
manipulation of ethnic rivalries in the Yugoslav wars in the early 1990s 
(Gagnon,  2004 ). 

 The selection of the targets of diversionary behavior, as well as the per-
ceived degree of hostility of the target, can also infl uenced by the media. 
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Autocratic governments can often manipulate the media to exaggerate the 
hostility of other states, by emphasizing historical injustices or current 
actions or intentions. Alternatively, in states characterized by weak central 
governments and strong divisions among communal groups within society, 
media loyal to particular groups can themselves engage in scapegoating 
rhetoric against external foes. 

 In Yugoslavia, for example, increasing liberalization during the 1980s 
provided an opportunity for each of the ethnic republics to form their own 
television stations. In the absence of centralized institutional regulation, 
each of these stations offered quite unfl attering portrayals of the neighbor-
ing republics rather than objectively reporting the news. The lack of  “ strong 
central state institutions to promote a professional, unbiased, pan - Yugoslav 
mass media ”  encouraged the post - Tito fragmentation of popular concep-
tions of state identity, and contributed to the tensions precipitating the 
wars of 1992 – 5. To take another example, the Hutu majority in Rwanda 
responded to international pressure to democratize by quickly terminating 
all media censorship, which unleashed a torrent of anti - Tutsi propaganda 
that directly contributed to the Rwandan genocide of 1994 (Snyder 
 2000 :219, 301 – 4; Knievel,  2008 ). 

 This discussion of diversionary behavior against  “ other ”  communal 
groups reinforces the argument made earlier about the lack of integration 
of the scholarly literatures on interstate war and on civil war. Scholars of 
interstate warfare study  “ diversionary behavior, ”  and scholars of civil war 
study the role of  “ ethnic entrepreneurs ”  in mobilizing opinion against 
certain groups (often ethnic) as a means of enhancing their own legitimacy 
and political power. These two groups of scholars are talking about essen-
tially the same thing, but it is striking how little each group of scholars 
engages the theoretical and empirical work of the other. It is symbolic of 
the gap between the analysis of interstate and intrastate war. 

 Another interesting puzzle is the gap between the fi ndings of two differ-
ent approaches to the study of diversionary behavior in interstate war. 
Those who look in depth at historical cases tend to conclude that diversion-
ary behavior is fairly common and that it can have a signifi cant impact on 
state behavior. Those who do statistical analyses of large numbers of cases, 
however, tend to fi nd rather mixed evidence for the general theoretical 
argument that domestic problems contribute to the external use of military 
force for political purposes. From a social science perspective, these differ-
ences are troubling, as we can usually be most confi dent in the validity of 
a theoretical argument if we get the same answer by using a number of 
different approaches. International relations scholars are currently attempt-
ing to resolve these differences. 

 Earlier we noted that scholars have yet to fully resolve the question of 
whether democratic or non - democratic states are more likely to engage in 
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the diversionary use of force. We also noted that scholars have paid rela-
tively little attention to the question of what kinds of states are the most 
common targets of diversionary behavior. One combination that is particu-
larly unlikely, however, is a democracy taking diversionary action involving 
high levels of military force against another democracy. There is strong 
evidence that democratic states, whatever their motivations, rarely if ever 
go to war with each other. Scholars refer to this as the  “ democratic peace, ”  
which we now examine.  

  The Democratic Peace 

 Although liberals have always argued that democracies are somehow more 
peaceful than are other states, and although Immanuel Kant  ([1795]1949)  
spoke of a  “ pacifi c union ”  among republican regimes and Thomas Paine 
 ([1791/92]1969)  offered an even stronger conception of democratic peace 
a few years earlier (Walker,  2000 ), the dominant view of democracy among 
international relations scholars for many years after World War II refl ected 
the prevailing realist orthodoxy. Hans Morgenthau  (1967) , who was the 
primary inspiration for American realism, worried that  “ nationalistic uni-
versalism, ”  which included popular ideologies like democracy and com-
munism, would detract from the effective functioning of a balance of power 
system. George Kennan  (1951) , the intellectual founder of American con-
tainment doctrine, criticized the  “ moralistic/legalistic approach ”  that 
characterized American foreign policy and that detracted from the pursuit 
of the national interest, which he defi ned in terms of power. The general 
argument was made over a century earlier by Alexis de Tocqueville 
( [1835]1975 :243 – 4) in his famous book  Democracy in America , which he 
wrote while visiting the United States from his native France:

  Foreign policies demand scarcely any of those qualities which are peculiar to 
a democracy; they require, on the contrary, the perfect use of almost all those 
in which it is defi cient.  …  a democracy can only with great diffi culty regulate 
the details of an important undertaking, persevere in a fi xed design, and work 
out its execution in spite of serious obstacles. It cannot combine its measures 
with secrecy or await their consequences with patience.  …  Democracies  …  
obey impulse rather than prudence and  …  abandon a mature design for the 
gratifi cation of a momentary passion.   

 The argument that democracies are sometime driven more by passion 
than by prudence is often linked to the idea that democracies, because they 
often need to justify their foreign policies in terms of liberal democratic 
ideologies that appeal to their constituents, have a tendency to engage in 
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ideological wars that can be particularly destructive and that are sometimes 
transformed into crusades to rid the world of evil. 37  US President Woodrow 
Wilson, for example, stated that the purpose of American intervention in 
World War I was to  “ make the world safe for democracy. ”  President 
Franklin Roosevelt presented World War II to the American people as an 
ideological crusade. The potential destructiveness of the wars of democracies 
was not a surprise to some. In a speech in the House of Commons, May 13, 
1901, Winston Churchill argued that  “ democracy is more vindictive than 
Cabinets. The wars of peoples will be more terrible than those of kings. ”  

 Since the 1980s, however, a new consensus has emerged about the 
unique features of democratic states and their foreign policy behavior. The 
point of departure for this new conceptualization of the role of democracy 
in international relations was an article published in a non - political science 
journal by a non - political scientist (Babst,  1972 ). It argued that democracies 
almost never go to war with each other. This was followed by an article 
by Singer and Small  (1976)  that expressed skepticism about this claim, and 
then by two articles by Doyle  (1983) , who offered systematic evidence that 
democracies rarely if ever go to war with each other and a plausible theo-
retical explanation for why this might be true. 

 At that point the  “ democratic peace ”  became a central focus of scholarly 
research in international relations (Russett,  1993 ; Ray,  1995 ; Maoz,  1997 ; 
Russett and Starr,  2000 ; Bueno de Mesquita et al.,  2003 ; Russett and Oneal, 
 2001 ; Rasler and Thompson,  2005 ). This extraordinarily strong empirical 
regularity, with few if any compelling counterexamples (more on this later), 
was quite striking in a domain as complex as international relations, where 
the actions and interactions of states are infl uenced by so many different 
factors and where regularized patterns of behavior are diffi cult to fi nd. 38  

 Although interest in the democratic peace began with an unusually 
strong empirical fi nding, that interest was intensifi ed by the fact that the 
observed pattern contradicted realist theories, 39  provided the core of an 
emerging liberal theory of peace and war, reinforced the ideological founda-
tions of American foreign policy, provided some justifi cation for an inter-
ventionist foreign policy, and gave some reason for optimism that the 
persistent pattern of international war might one day be broken. 

 One point of possible confusion regarding the democratic peace relates 
to our comment in chapter  1  that patterns of behavior at one unit of analysis 
are not necessarily replicated at, or are transferable to, another unit of 
analysis. Evidence that democratic states rarely if ever go to war with each 
other, which is what most scholars mean by the  “ democratic peace ”  and 
which is a dyadic - level proposition, does not necessarily imply that demo-
cratic states are more  “ peaceful ”  than other states, which is a national or 
 “ monadic ”  - level proposition about a state ’ s involvement in wars, regardless 
of the nature of the adversary. 40  
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 In the early stages of research on democracy and war, most scholars 
believed that democracies were just as likely to get involved in wars (regard-
less of the adversary ’ s regime type) as were non - democratic states. This was 
based on evidence that democratic – autocratic dyads were the most war -
 prone of all dyads, which countered the peaceful nature of democratic –
 democratic dyads, with authoritarian – authoritarian dyads falling in between 
in terms of their degree of war - proneness. 41  More recently, a number of 
scholars have contested this assumption and argued that democracies are 
in fact more peaceful in their monadic war behavior (Rummel,  1995a ; 
Benoit,  1996 ; Maoz,  1997 ; Russett and Starr,  2000 ), but a strong consensus 
has yet to arise. In part it depends on what kinds of wars one counts. The 
inclusion of colonial wars, many of which were fought by democracies 
beginning in the late nineteenth century, would increase the average fre-
quency of war for democratic states, whereas a focus only on interstate 
wars would lower that average frequency. 

 The study of the democratic peace has gone through a number of phases. 
The fi rst phase was largely descriptive, aimed at validating the statement 
that democracies rarely if ever go to war with each other. This phase 
involved carefully defi ning war and defi ning democracy (Doyle,  1983 ; 
Russett,  1993 ; Ray,  1995 ), compiling a list of wars during the nineteenth 
and twentieth centuries, and ascertaining whether any of the pairs of 
democracies ever engaged in wars. 

 Research on the democratic peace generally accepts the defi nition of war 
as  “ large - scale, institutionally organized, lethal violence ”  (Russett,  1993 :12), 
with large scale defi ned in terms of 1,000 battle - related deaths on both sides 
(following the  “ Correlates of War Project ”  criteria offered by Singer and 
Small,  1972 ). Scholars vary somewhat in their defi nition of democracy. 
Common elements include regular, free, and competitive elections involving 
the free participation of opposition parties; a voting franchise for a sub-
stantial proportion of citizens, where the vote could be either for an execu-
tive or for a parliament to which the executive is responsible; at least one 
peaceful or constitutional transfer of power; and a minimal period of lon-
gevity as a democracy, which allows time for a culture of democracy to 
arise (Russett,  1993 ; Ray,  1995 ; Doyle,  1997 ). 42  

 There was a fair amount of early skepticism about the validity of the 
democratic peace proposition, and critics identifi ed a number of possible 
exceptions to the hypothesized absence of war between democracies. This 
led to the next stage of the democratic peace research program  –  a detailed 
examination of these hypothesized exceptions through intensive case study 
analysis, with particularly close attention to the defi nitions of democracy 
and of war. 

 One such case was the War of 1812 between Great Britain and the 
United States. Most scholars concluded, however, that Britain was still ruled 
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by a king who was not responsible to parliament in the conduct of foreign 
policy. In addition, some emphasized that American leaders did not perceive 
Britain as democratic until much later in the nineteenth century (Owen, 
 1997 ). This was relevant given the argument, particularly by constructivists, 
that political leaders ’  perceptions of its adversary are critical because those 
perceptions strongly infl uence the degree of cooperation from the 
adversary. 43  

 The American Civil War was also raised as a possible exception to the 
democratic peace proposition. Although its status as a civil war does not 
technically violate the  “ no war between democratic states ”  criterion, and 
although the South did not satisfy the defi nitional criterion of being an 
enduring democracy for a minimal period (usually taken to be three years), 
the war does violate the spirit of many of the theoretical arguments advanced 
in support of the democratic peace hypothesis. The Spanish – American War 
(1898) is also suggested as a possible anomaly in the democratic peace, but 
many question whether Spain met the criteria for a democracy at that time. 
Still other critics point to World War I, but the fact that Germany ’ s elected 
Reichstag had little impact on German foreign policy violates one of the 
defi nitional criteria for democracy. 44  

 The problematic nature of many of the proposed exceptions to the 
democratic peace have led many to conclude that it is a highly robust 
proposition, one that is not particularly sensitive to small modifi cations in 
the defi nition of democracy. That is, there are very few unambiguous cases 
of democracies going to war with each other. 45  Most of the proposed excep-
tions are genuine borderline cases, either in terms of crossing the threshold 
for democracy or crossing the threshold for war. Some argue that a recent 
exception, however, is the 1999 Kargil War between India and Pakistan. 
India was clearly a democracy, Pakistan is coded as democracy in 1999 by 
the Polity III data, and most treatments list the confl ict as surpassing the 
minimum 1,000 battle death threshold required a war. Many South Asian 
specialists reject Polity III ’ s classifi cation of Pakistan as a democracy (though 
not a continuous one), however, given the infl uence of the non - elected 
Pakistani armed forces on the decisions of elected political leaders and on 
how long they stay in power (Tremblay and Schofi eld,  2005 :231 – 3). 

 With the reasonably strong consensus that democratic states rarely if 
ever fi ght each other, some scholars have argued that this result is a statisti-
cal artifact that results from the limited number of democratic states in the 
international system (at least until recent times), from the geographic sepa-
ration of democratic states (since the vast majority of wars are between 
contiguous states), or from the fact that democratic dyads trade a lot with 
each other and that trade has pacifying effects. Still others argue that the 
democratic peace exists primarily in the period since World War II and 
happens to coincide with the Cold War and American hegemonic power, 
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which suppressed potential confl icts between democracies (Farber and 
Gowa,  1995 ; Gowa,  1999 ). 

 Another line of argument is that democracies have a distinctive set of 
interests, and that is the mutually compatible interests between democratic 
states, and not anything to do with their internal makeup, that explains the 
rarity of war between them (Gartzke,  2000 ). A variation on this theme is 
that the relationship between democracy and peace is not universal but 
applies most strongly to economically developed states, in part because 
market economies generate shared interests (Mousseau  2000, 2009 ; Gartzke, 
 2007 ). Gibler  (2007)  argues that many democracies are older, established 
states that have resolved their territorial confl icts, thus signifi cantly reducing 
a potent source of violent confl ict. Others agree that democratic dyads are 
peaceful but argue that causality runs from peace to democracy rather than 
from democracy to peace  –  peaceful conditions promote the rise and matu-
ration of stable democratic states (Thompson,  1996 ; Rasler and Thompson, 
 2005 ; but see Mousseau and Shi  1999 ). 

 Debates about the democratic peace continue, but there is now a strong 
consensus that democracies rarely if ever fi ght each other and that this regu-
larity is not the spurious result of other factors like relative power, alliances, 
and contiguity (Bremer,  1992 ; Brown et al.,  1996 ; Doyle,  1997 ; Maoz, 
 1997 ; Ray,  1995, 2000 ; Russett and Oneal,  2001 ). 46 An explanation for the 
absence of war between democracies must have something to do with 
democracy, though it might involve other factors as well. 47  

 The major debate now concerns what it is about democracy that con-
tributes to the dyadic democratic peace. Scholars have proposed a number 
of alternative answers but there is little agreement on which one provides 
the best explanation. At this point most scholars would agree that the 
relative absence of war between democracies is an extraordinarily strong 
empirical regularity in search of a theory to explain it. This is signifi cant, 
because in the absence of a good theoretical explanation, we cannot say 
with confi dence that the democratic peace will persist into the future as 
international and domestic conditions change. 

 One criterion that we can use to rule out some possible explanations for 
the inter - democratic peace is that a viable explanation must be consistent 
with other empirically validated patterns of behavior involving democratic 
states. 48  At a minimum, any explanation for the dyadic peace between 
democracies must not contradict these other observed relationships, and 
ideally it should explain them. 49  For example, although debate continues 
on the monadic question as to whether democracies are more peaceful than 
are other states, it is clear that if there is a positive relationship, it is prob-
ably only modest in strength. Otherwise the monadic debate would have 
been settled by now. This suggests that any theoretical argument that 
implies that democracies are  signifi cantly  more peaceful than are other 
states is problematic. 
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 We also know that democracies frequently fi ght imperial wars; that in 
wars between democracies and autocracies the democracy is more likely to 
be the initiator than the target; and that democracies occasionally use covert 
action against each other (Ray,  1995, 2000 ; Reiter and Stam,  2002 ; Russett 
and Oneal,  2001 ; Bueno de Mesquita et al.,  2003 ). In addition, democratic –
 authoritarian dyads are more war - prone than are pure authoritarian dyads, 
and democracies are much less prone to civil war or extreme human rights 
violations (Hegre et al.,  2001 ; Rummel,  1995b ). These are each fairly strong 
patterns, and an explanation for the absence of war between democracies 
must not violate these patterns. We must reject, for example, any hypoth-
esized explanation of the absence of war between democracies that implies 
that democracies do not initiate wars. 

 An explanation for the democratic peace must also be consistent with 
evidence that democracies almost never end up on opposing sides in mul-
tilateral wars, that they win a disproportionate number of the wars 
they fi ght, that they suffer fewer casualties in the wars they initiate (Reiter 
and Stam,  2002 ), and that they engage in more peaceful processes of 
confl ict resolution when they get into disputes with other democracies 
(Dixon,  1994 ). 

 At the present time there are several alternative explanations for the 
democratic peace and its related hypotheses, though new explanations are 
being offered all the time. One is the  democratic culture and norms model  
(Owen,  1997 ; Russett and Oneal,  2001 ). There are several variations. One, 
which overlaps with the institutional constraints model, suggests that demo-
cratic societies are inherently averse to war because, as Kant ( [1795]1949 :438) 
argued,  “ the consent of the citizens is required in order to decide whether 
there should be war or not, ”  and the people will  “ hesitate to start such an 
evil game ”  by voting to send themselves off to war. For these reasons, 
democracies are highly averse to the casualties of war. 50  In addition, democ-
racies share norms of bounded political competition and peaceful resolution 
of disputes; and these internal democratic norms are extended to relations 
between democratic states. 51  Democracies shed norms of peaceful confl ict 
resolution in relations with non - democratic states, however, for fear of 
being exploited. 52  

 The plausibility of the normative model of the democratic peace is under-
cut by the fact that such norms have not precluded democratic states from 
initiating imperial wars against weaker opponents despite the absence of 
any threat of exploitation by the latter, or from fi ghting wars against autoc-
racies with an intensity that is disproportionate to any plausible security 
threat. These concerns led some to supplement a democratic culture argu-
ment with a constructivist emphasis on shared identity (Risse - Kappen, 
 1995 ), which provides a more plausible explanation for democratic hostility 
toward non - democratic states. The argument is that other democratic states 
are treated as part of a shared identity group, while non - democratic states 
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are treated as the  “ other, ”  which psychologically facilitates hostile behav-
ior. Yet democracies do engage in covert action against each other (James 
and Mitchell,  1995 ), and they occasionally use low levels of military force 
against each other (Bueno de Mesquita and Lalman,  1992 ; Bueno de 
Mesquita et al.,  2003 ), which is not consistent with the idea of a shared 
identity of democratic states. 

 The  institutional constraints model  of the democratic peace emphasizes 
checks and balances, the dispersion of power, and the role of a free press. 
These institutions preclude political leaders from taking unilateral military 
action, ensure an open public debate, and require leaders to secure a broad 
base of public support before adopting risky policies. As a result, leaders 
are risk - averse with respect to decisions for war and can take forceful 
actions only in response to serious immediate threats (Morgan and 
Campbell,  1991 ; Siverson,  1995 ). 

 Although the institutional constraints model provides a plausible expla-
nation for the relative absence of wars between democracies, like the demo-
cratic norms model it fails to explain why democracies frequently fi ght 
imperial wars despite the absence of direct and serious security threats. It 
also fails to explain why democracies get involved in wars just as frequently, 
or almost as frequently, as do non - democratic states. Proponents of the 
institutional and cultural models respond by arguing that because there are 
fewer internal constraints on the use of force by authoritarian leaders, they 
often attempt to exploit the conciliatory tendencies of democracies. This 
undermines democratic political leaders ’  expectations that their peaceful 
confl ict resolution strategies will be reciprocated, reduces their internal 
constraints on the use of force, and provides additional incentives for demo-
cratic regimes to use force against authoritarian regimes to eliminate their 
violent tendencies. This does not necessarily imply that democracies fi ght 
autocracies only in defense against aggression. In fact, most of the wars 
between democratic and non - democratic states are initiated by democracies 
(Reiter and Stam,  2002 ). 

 In addition, the institutional model assumes that leaders have more 
warlike preferences than do their publics, which is why leaders need to be 
constrained by peoples who hesitate to vote to send themselves off to war, 
knowing that they will be the ones to suffer. The combination of hawkish 
rulers and pacifi stic publics may often be the case, but it is not always true. 
Belligerent publics sometimes push their leaders into wars those leaders 
prefer to avoid. 

 A good example is the Spanish – American War of 1898, a common 
explanation for which is that the US was pushed into war by jingoist public 
opinion fueled by a  “ yellow press ”  (May,  1961 ). 53  To take another case, it 
is often argued that before his assassination in 1963, President Kennedy 
had come to realize that an American victory in the Vietnam War was not 
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possible, and that he planned to withdraw American troops from the Indo-
china. He was afraid to do so until after the next election, however, because 
he feared that he would be blamed politically for losing Vietnam to the 
communists (Ellsberg,  1972 ). Kennedy felt constrained to continue the war, 
at least for a time, because of what he perceived as a hawkish public 
opinion. There are countless other cases in which political leaders might 
prefer to make compromises with the adversary but conclude that it would 
be political suicide to do so. Negotiations between Arab and Israeli leaders 
often fi t this pattern. Mass publics, or at least a politically infl uential 
segment of them, are sometimes more hawkish than are political leaders, 
which raises questions about the validity of the institutional model of the 
democratic peace. 

 Many of the patterns associated with democratic war behavior are 
explained by Bueno de Mesquita et al.  (2003) , whose general  selectorate 
model  of politics provides an alternative institutional explanation of the 
democratic peace. The selectorate model begins with the premise that the 
primary goal of political leaders is the maintenance of their positions of 
political power. A key variable in the model is the relative sizes of the 
 “ selectorate ”  (hence the label for the model) and of the  “ winning coalition ”  
in a political system. The selectorate consists of all people who have some 
infl uence on policy. The winning coalition consists of those whose support 
is necessary for a political leader and his or her regime to maintain their 
positions of power. In the United States, the selectorate consists of all eli-
gible voters, and a winning coalition consists of enough of the selectorate 
to generate a majority of votes in the Electoral College (since 1964, at least 
270). In an autocracy, the winning coalition generally consists of some 
combination of the military, internal security forces, business, labor, or 
other groups. Thus the relative size of the winning coalition in an autocratic 
state is much smaller than that in a democracy. 

 The central hypothesis of the model is that the smaller the ratio of the 
size of the winning coalition to the size of the selectorate, the more easily 
a political leader can distribute  “ private goods ”  to the winning coalition 
but not to other members of society. Autocratic leaders can maintain the 
support of their small group of core supporters, and hence maintain their 
hold on political power, by distributing private goods to them, but that is 
not economically possible for democratic leaders, who require a much 
broader base of public support. Democratic leaders maintain their support 
by providing  “ public goods ”  for society as a whole through policies that 
benefi t everybody. Thus the provision of public goods through good policies 
is more important for democratic leaders than for autocratic leaders, assum-
ing their primary goal is to maintain their positions of power. 

 Since democratic leaders have to provide public goods for society, they 
are more sensitive to the outcome of wars than are authoritarian leaders. 
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An unsuccessful war involves greater political costs for a democratic leader 
than for an autocratic leader, as long as the latter continues to provide 
private goods to his/her smaller base of political support. This is consistent 
with the fi nding that democratic leaders are more likely than their authori-
tarian counterparts to be removed from offi ce after an unsuccessful war 
(Bueno de Mesquita and Siverson,  1995 ). 54  Because of the political benefi ts 
of successful wars and the political costs of unsuccessful wars, democratic 
leaders tend to initiate only those wars they are confi dent of winning and, 
once in war, to devote enormous resources to win those wars. Autocratic 
leaders devote fewer resources to war because the costs of failure in war 
are less and because they need some of those resources to distribute to their 
key supporters at home. 55  This helps to explain the fact that democracies 
win a disproportionate number of their wars (Lake,  1992 ; Reiter and Stam, 
 2002 ; Desch,  2008 ; Downes,  2009 ). 

 The selectorate model posits that in a hypothetical war between democ-
racies both sides would invest enormously in the war effort, given the 
political cost to leaders of defeat in war. As a result, such a war would be 
economically costly to both sides as well as politically costly to the loser. 
Democratic leaders, anticipating this outcome, have strong incentives to 
avoid such wars to begin with, which helps to explain the inter - democratic 
peace. 

 The selectorate model also accounts for other empirical regularities 
regarding democratic war behavior. It helps to explain why democracies 
get involved in wars fairly frequently despite the fact that they do not fi ght 
substantial wars against each other. Because democratic leaders benefi t 
from successful wars, especially those involving low casualties, they will not 
hesitate to initiate imperial wars and wars against weaker autocracies. The 
model also explains why strong democracies sometimes initiate low levels 
of force against a much weaker democracy (there are few domestic political 
risks), why the target capitulates immediately (it anticipates that leaders in 
the stronger state have strong incentives to win the war), and thus why 
militarized disputes between democracies do not escalate to war. 

 The willingness of democracies to invest heavily in the war effort makes 
them unattractive targets of aggression, but autocrats also take greater 
gambles in war because the outcome of war has less of an impact on their 
political survival. That is, there are relatively few domestic downside risks 
of gambling in war to counteract the potential upside benefi ts of such 
gambles. The selectorate model predicts that autocracies will initiate wars 
against weak democracies but rarely against strong democracies. If  ex ante  
military capabilities are approximately equal, the likelihood of a demo-
cratic – autocratic war depends on the specifi c values of key variables in the 
model. Democratic leaders will consider war if they believe that their greater 
investment in the war effort guarantees victory, while autocratic leaders ’  
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greater willingness to gamble might lead them to consider war if the demo-
cratic effort advantage is only modest. 56  

 Schultz  (2001)  provides an alternative institutional explanation of the 
democratic peace, one based on information and signaling. Schultz begins 
with the premise that democratic institutions and processes are more trans-
parent than those of non - democratic states (J. Ritter,  2000 ). He also makes 
a number of simplifying assumptions. One is that political opposition 
groups have access to the same information as does the government. Another 
is that the opposition ’ s primary concern is gaining power (as opposed to 
contributing to good public policy, even in its role in the opposition). This 
creates a zero - sum situation of electoral competition between government 
and opposition. 

 In a crisis with an external adversary, each state wants to maximize its 
bargaining leverage by convincing the adversary that it is more highly com-
mitted and resolved than the adversary is. Although the government has an 
incentive to bluff and exaggerate its resolve, the opposition ’ s primary goal 
of gaining power means that it does not always have incentives to join the 
government ’ s bluff. Instead, it has incentives to support the government in 
a crisis only if it expects that any war resulting from the crisis would be 
successful and popular, because at least then it will get some of the credit 
for the victory. If the opposition expects an unpopular and unsuccessful 
war outcome, however, it has incentives to oppose the government, in order 
to capitalize on the political repercussions of an unsuccessful war and in 
doing so further its goals of gaining power. This means that the behavior 
of the opposition in democratic states sends a credible  “ signal ”  of the likely 
intentions of the government. 57  If the opposition supports the government, 
it expects a positive outcome of the war for the state, while if the opposi-
tion opposes the government it expects a negative outcome for the state. 

 Schultz argues that because a free press guarantees transparency and 
because the political opposition has different incentives than does the gov-
ernment, democracies are better able than non - democracies to send credible 
signals of their resolve in crises. This reduces the dangers of misperceptions 
in crises involving one and particularly two democratic states, and thus 
minimizes the dangers of crisis escalation. More specifi cally, the transpar-
ency of the democratic process makes it obvious whether democratic politi-
cal leaders involved in international crises have the support of the political 
opposition and the public in an international crisis. In the absence of domes-
tic support the government cannot stand fi rm in a crisis because it cannot 
implement its threats. The adversary understands this and adopts a harder 
line in crisis bargaining. Democratic leaders anticipate their adversary ’ s 
resolve and refrain from getting involved in crises in the fi rst place. Knowing 
the path through which a crisis is likely to escalate makes it unlikely that 
actors will walk down that path. 
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 On the other hand, if leaders expect public support, they will initiate 
disputes knowing they will be able to stand fi rm if the adversary resists. 
The adversary understands this and behaves more cautiously. As a result, 
crises involving democratic states, and particularly those between demo-
cratic states, are less likely to be characterized by misperceptions regarding 
the adversary ’ s resolve and less likely to escalate to war because of 
misperceptions. 

 This reduction in misperceptions is critical if we recall, from our earlier 
discussion of the bargaining model of war, that misperceptions based on 
private information and incentives to misrepresent that information consti-
tute one of the few paths by which rational states can end up in war with 
each other (Fearon,  1995 ). There are also non - rational paths through which 
misperceptions lead to war (Jervis,  1976 ; Lebow,  1981 ), and democracy 
reduces the likelihood of those paths arising as well. If both adversaries are 
democracies, misperceptions are reduced even further, though it is not clear 
whether this reduction is enough to account for the near - absence of war 
between democracies. 58  

 Schultz ’ s  (2001)  information - based model of democratic bargaining 
behavior in crisis situations is an important contribution to the literature 
on the democratic peace. Like most parsimonious models, however, it is 
based on some fairly strong assumptions. One such assumption is that in 
a democratic state the opposition has access to the same information as the 
government. The case of the second Bush Administration ’ s distortion of 
information about Iraqi weapons of mass destruction in the period leading 
up to the 2003 American war in Iraq (Kaufman,  2004 ; Rich,  2006 ) is but 
one of many historical cases that contradict this assumption. This is con-
sequential for Schultz ’ s model. If the opposition does not always have the 
same information as the government does, then the adversary does not 
know whether the behavior of the opposition is a credible signal of the 
government ’ s expectations and resolve in a crisis, or whether it refl ects dif-
ferences in information between the government and the opposition. 

 Another limitation of Schultz ’ s  (2001)  rationalist model is that it assumes 
that the only way the government benefi ts from war is by advancing the 
national interest. This assumption ignores diversionary theory, which sug-
gests that the leader can reap domestic political benefi ts from a war because 
war usually generates a  “ rally  ’ round the fl ag effect ”  that benefi ts the leader 
but not the country. Schultz correctly argues that rally effects are tempo-
rary, but what he ignores is that a leader can exploit his/her temporary 
boost in popular support by conducting policies that have far - reaching 
consequences, or making institutional changes that further shift the balance 
of power within the government in his/her favor. 

 Among other things, war usually results in an increased centralization 
of power in the executive branch of the government. As James Madison 
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wrote to Thomas Jefferson in 1793,  “ War is  …  the true nurse of executive 
aggrandizement ”  because it is the executive that directs war and unlocks 
the public treasuries in order to do so (in Hunt,  1906 :174). War is a par-
ticularly severe kind of crisis, and crises enable governments to do things 
they might not otherwise be able to do. As Rahm Emanuel, White House 
Chief of Staff under President Barack Obama, said in November 2008, 
 “ You never want a serious crisis to go to waste. And what I mean by that 
is an opportunity to do things that you didn ’ t think you could do before. ”  

 The opposition party often fears the growth of executive power and 
its consequences, and may prefer that war not occur. This implies that 
under certain conditions the political opposition might have incentives to 
oppose war not only when it anticipates an unsuccessful or unpopular 
war, but also when it expects a successful war, since such wars are invari-
ably followed by an increase in popular support for government. The 
opposition ’ s incentives to oppose war depend on its expectations as to 
whether the regime in power would be likely to exploit its advantages 
for political purposes, and what that might entail. Some argue that during 
the crisis with France in 1798 (often referred to as the  “ Quasi War ” ), 
the Republicans opposed war because they feared that the Federalists 
would exploit a successful war by taking actions to curtail public dissent 
and impede the efforts of Republicans to return to power (Levy and 
Mabe,  2004 ). 

 Research on the democratic peace has evolved through a number of 
stages during the last quarter - century. It began by describing a strong 
empirical regularity, and then demonstrated, at least in the eyes of its 
proponents, that the regularity was not simply the by - product of other 
factors that happen to be correlated with democracy. 59  It explored ambigu-
ous cases in more detail to ascertain whether a more fi ne - grained analysis 
would show that they were consistent or inconsistent with the democratic 
peace hypothesis. After scholars reached a consensus that democracies 
rarely if ever go to war with each other, and that the answer had something 
to do with the nature of democracy rather than  “ spurious ”  infl uences, 
scholars began constructing models to explain the democratic peace. 
Models that generated additional predictions that run contrary to other 
known facts about democratic war or foreign policy behavior were rejected. 
The new models have generated new predictions about a wide range of 
other types of behavior (confl ict resolution, intervention, covert action, the 
conduct and outcome of war, perceptions of the adversaries, etc.) that 
might differentiate democratic from non - democratic states, and those pre-
dictions were subject to empirical test (Russett and Starr,  2000 ). Scholars 
have yet to reach a consensus about the  “ true ”  explanation for the demo-
cratic peace, but there are clear signs of progress in the sophistication of 
our models. 
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  Democratization and  w ar 

 The models of the democratic peace discussed above all deal with relatively 
mature democracies. This raises the interesting question as to whether the 
model applies to new democracies, those just making the transition from 
authoritarian rule. If that were true, the policy implications would be enor-
mous. Among other things, it would suggest that by promoting the develop-
ment of democracies around the world the United States and other advanced 
democratic states could contribute to the elimination of war as well as to 
the establishment of liberal institutions and political freedom. In fact, in his 
1994 State of the Union address President Bill Clinton justifi ed a policy of 
promoting democratization around the world by referring to the absence 
of war among democracies. 

 Some researchers question this prescription, however, and argue that 
although well - established democratic dyads are peaceful, the  process  of 
transition to democracy can be a particularly destabilizing period, and that 
democratizing states occasionally go to war against other states and even 
against each other (Mansfi eld and Snyder,  2002, 2005 ). The democratiza-
tion process brings new social groups with widely divergent interests into 
the political process at a time when the state lacks the institutional capacity 
to accommodate confl icting interests and respond to popular demands 
(Huntington,  1968 ). This can create enormous social confl ict. This confl ict 
can be exacerbated if democratization is coupled with the introduction of 
market forces into non - market economies, which leads to popular pressures 
for state protection against the pain of economic adjustment (Snyder,  2000 ). 
The resulting high levels of political instability can contribute to war 
through a number of paths, including the diversionary mechanisms dis-
cussed in the next chapter. 

 Democratization can be particularly destabilizing in multi - ethnic socie-
ties where ethnic groups are uncertain about how fully their rights will be 
protected, especially if the state in transition is too weak to maintain a 
monopoly of violence to protect those rights (Gurr,  2000 ; Ayoob,  2001 ). 
Elites competing for mass political support are tempted to make nationalist 
appeals and engage in external scapegoating in order to bolster their inter-
nal support. This scapegoating is particularly appealing to those elites 
whose interests are threatened by the democratization process and who 
believe that an external enemy might help reverse that process and strengthen 
centralized political power at home (Mansfi eld and Snyder,  2005 ). These 
considerations led Mansfi eld and Snyder  (2005)  to argue, supported by 
statistical evidence, that while it may be true that politically developed and 
stable democracies rarely if ever go to war with each other, states involved 
in transitions to democracy are actually more likely to end up in war than 
are other states. 
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 The democratization and war hypothesis generated considerable schol-
arly debate. Critics raised questions about the case selection and research 
designs upon which the evidence was based, and generated new evidence 
that suggested that democratizing states are not more warlike (Thompson 
and Tucker,  1997 ; Ward and Gleditsch,  1998 ; Russett and Oneal,  2001 ). 
Mansfi eld and Snyder  (2005)  responded by arguing that it is important to 
distinguish between the very earliest stages of transitions away from author-
itarian rule and later stages when democratic institutions have begun to 
consolidate. They provided evidence that war is signifi cantly more likely in 
these early transitional stages than in the later ones, but that evidence and 
the techniques used to analyze it has been challenged by other scholars. 60  

 One can certainly point to other societal - level variables contributing to the 
outbreak of war. Ideological, religious, ethnic, and racial differences between 
states are among the factors that come to mind. With respect to interstate 
war, these factors tend to supplement other variables surveyed in these 
chapters rather than serve as the primary drivers of war. Cultural differ-
ences might help to explain the identity of international rivalries, or the 
selection of targets for diversionary behavior. Snyder ’ s  (1991)  political 
economy model of overexpansion incorporates the strategic use of national 
cultural myths to rationalize their policies to the public. Transnational, 
system - level norms also infl uence the behavior of states on issues of war 
and peace (Katzenstein,  1996 ; Finnemore,  2003 ; Farrell,  2005 ; Tannen-
wald,  2007 ). As we will see in the next chapter, ideological, religious, and 
cultural differences between states often contribute to misperceptions that 
increase the probability of interstate war. 

 We can also identify some historical cases in which cultural factors 
arguably played a primary role  –  religion in the early stages of the Thirty 
Years ’  War (1618 – 48) (Parker,  1984 ), for example  –  or a supporting role 
 –  ideology in the Cold War (Gaddis,  1997 ) and (to a lesser extent) race in 
the Pacifi c War between the United States and Japan (1941 – 5) (Dower, 
 1987 ). Some historians emphasize cultural factors in the evolution of 
warfare (Keegan,  1984 ; Lynn,  2003 ). We have relatively few specifi c theo-
ries of the causes of interstate war, however, that are built primarily around 
cultural variables. 61  One important exception is the  “ clash of civilizations ”  
hypothesis.   

  Culture and War: The  “ Clash of Civilizations ”  Thesis 

 The  “ clash of civilizations ”  hypothesis (Huntington,  1993b; 1996 ) is one 
of the most prominent culture - based explanations for war. 62  It is also a 
forecast about the future. Huntington ( 1993b :22 – 3) argued that the clash 
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of civilizations is the most recent phase in the evolution of international 
confl ict since the Treaty of Westphalia in 1648. Until the French Revolution 
the primary confl icts in the world were between princes (emperors, absolute 
monarchs, and then constitutional monarchs) trying to expand their ter-
ritory externally and their armies and bureaucracies internally. From the 
French Revolution in 1789 to World War I (1914 – 18), the primary confl icts 
were between nation - states. After the Russian Revolution (1917) and the 
reaction to it, the primary confl icts shifted from nations to ideologies. These 
three phases were all confl icts within Western civilization. 63  

 The collapse of the Soviet Union and the end of the Cold War, Hunt-
ington argued, ended the ideological struggle between capitalism and com-
munism and initiated a new phase of confl ict. Nation - states were (and 
would continue to be) the most powerful actors in the global system, but 
the primary axes of confl ict are now not ideological or economic, but 
instead cultural and religious. More specifi cally, Huntington ( 1993b :25) 
argued,  “ the principal confl icts of global politics will occur between nations 
and groups of different civilizations. The clash of civilizations will dominate 
global politics. The fault lines between civilizations will be the battle lines 
of the future. ”  He went on to say (1993b:39) that  “ The next world war, 
if there is one, will be a war between civilizations. ”  

 Huntington ( 1993b :24) defi ned civilizations as the  “ the highest cultural 
grouping of people and the broadest level of identity people have short of 
that which distinguishes humans from other species. ”  Civilizations are 
defi ned by their language, history, religion, customs, institutions, and the 
subjective self - identifi cations of peoples. They can include several states (the 
West) or just one (Japan). Huntington ( 1993b :25) identifi ed seven or eight 
distinct civilizations: Western, Confucian, Japanese, Islamic, Hindu, Slavic -
 Orthodox, Latin American, and possibly African civilization. 

 Confl icts along the fault lines between civilizations have been the source 
of the most prolonged and most violent confl icts in history, Huntington 
( 1993b :25 – 31) argued. 64  There are a number of factors that have increased 
the likelihood of such confl icts in the future. The end of the ideologically 
based divisions of the Cold War has allowed other identities to become 
more salient, a process that has been reinforced by a reaction against the 
West and its history of domination over non - Western peoples. Economic 
globalization and social change are weakening both national identities 
and local identities, and increasing interactions among people from differ-
ent civilizations have heightened awareness of civilizational identities. 
Huntington mentioned the potential threat to Western civilization from 
China because of its rapid economic growth, but gave particular emphasis 
to the threat from Islam. Confl ict between Western and Islamic civiliza-
tions has persisted for 1,300 years, in part because of its proximity to 
many civilizations (Western, Orthodox, Confucian, and African). With 
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regard to the future, Huntington emphasized the destabilizing effects of 
the rapid growth of population in the Islamic world. 65  

 The clash of civilizations thesis, published in  Foreign Affairs , a journal 
perceived to be closely tied to the American foreign policy establishment, 
 “ sent shock waves around the world ”  (Hassner,  1996 :63, quoted in Welch, 
 1997 :198). The article further alienated much of the Islamic world by rein-
forcing negative images of the United States, and it led others to fear that 
Huntington ’ s forecast about the future could turn into a self - fulfi lling 
prophecy, or that it was an attempt to provide legitimacy for American 
aggression against Islam. The rise of anti - Western terrorism and the 9/11 
attacks in particular confi rmed the validity of the clash of civilizations thesis 
among many, and led some initial skeptics to change their views (Ajami, 
 1993, 2008 ). 

 Huntington ’ s thesis also generated a strong scholarly reaction, almost all 
of it negative (Council on Foreign Relations,  1993 ). Many argued that 
Huntington ’ s defi nition of civilization was so vague that it failed to provide 
the basis for the identifi cation of specifi c civilizations, and that in the 
absence of an operational defi nition it is impossible to conduct an empirical 
assessment of the hypothesis that the primary sources of violent confl ict are 
civilizational differences. It appears that a people ’ s predominant religion is 
Huntington ’ s primary criterion for identifying civilizations, but ethnic and 
linguistic similarity and even geographical proximity also appear to play a 
role. The lack of congruence among these criteria leads to questions about 
some of Huntington ’ s classifi cations. Religious criteria would lead us to 
classify the Iran – Iraq War (1980 – 88) as an intra - civilizational war within 
Islam, while ethnic/linguistic criteria would suggest an inter - civilizational 
war between Persians and Arabs. Most Latin American countries have 
republican regimes and Christian leaders of European descent, so it is 
not clear why they should constitute a distinct civilization (Welch,  1997 :
202 – 3). 66  

 Scholars have also questioned whether differences between civilizations 
as Huntington  (1993b; 1996)  defi ned them constitute the primary determi-
nants of confl ict, and whether it is in fact true that confl icts within civiliza-
tions are as frequent as confl icts between civilizations (Kirkpatrick,  1993 ). 
Given each person ’ s multiple identities, it is not clear why civilizational 
identities necessarily dominate other identities. Welch ( 1997 :205) argued 
that at any level of aggregation, violence is generally more likely within a 
group than between groups. There is more violence within families than 
outside of families, within villages than between villages, within ethnic 
groups than between ethnic groups, and within states than between states. 

 This argument fi ts the history of modern Europe from 1500 – 1945, where 
the most destructive confl icts have been within the European system (Wright, 
 1965 ). Huntington ( 1993b :23) himself acknowledges this, by stating that 
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 “ confl icts between princes, nation - states, and ideologies were primarily 
confl icts within Western civilization ”  and describing them as  “ Western civil 
wars. ”  This statement clearly contradicts Huntington ’ s ( 1993b :25) argu-
ment that  “ Over the centuries  …  differences among civilizations have gener-
ated the most prolonged and the most violent confl icts. ”  

 The clash of civilizations hypothesis is also problematic for the period 
since 1945. The genocide in Rwanda and  “ Africa ’ s World War ”  in the 
mid - 1990s were among the world ’ s bloodiest confl icts since World War II, 
but they were fought entirely within the African civilization identifi ed by 
Huntington. The civil wars within Iraq and Afghanistan have each been 
fought within Islam. The US intervened militarily against Slavic Serbia in 
support of Islamic Bosnia, and most Arab states supported the United States 
in its military intervention against Iraq. Each of these actions runs diametri-
cally opposed to Huntington ’ s thesis. 

 Quantitative tests of the clash of civilizations hypothesis have reinforced 
empirical arguments against the clash of civilizations hypothesis. These 
studies have generally found that states are not more prone to militarized 
confl ict across civilizational lines than within civilizations (Chiozza,  2002 ). 
Russett, Oneal, and Cox  (2000)  fi nd that variables associated with realist 
theory (geographic contiguity, alliance patterns, and relative power) and 
with liberal theory (economic interdependence and levels of democratiza-
tion) provide better explanation of occurrences of militarized interstate 
disputes between states than do civilizational identities. 

 In summary, Huntington is correct to emphasize the importance of iden-
tities in global politics, but he overestimates both the importance of civili-
zational identities relative to other identities and the impact of civilizational 
differences on militarized confl icts. His clash of civilizations hypothesis is 
more useful as a specifi cation of a particular path to war than as a general 
theory of war. 

 Having surveyed a variety of nation - state level causes of war, we now turn 
to the role of decision - making, beginning at the individual level.  

  Notes  

1.  On religion and war, see Little  (1996) , Huntington  (1996) , and D. Martin 
 (1997) . On ideology and war, see Nelson and Olin  (1979)  and Haas  (2005) .  

2.   This attention was due in part to the infl uence of revisionism in the study of 
American diplomatic history, which focused on the internal social and espe-
cially economic factors driving American policy (Williams,  1962 ). Historical 
revisionism was in part a response to the Cold War, and it grew in infl uence 
in response to the Vietnam War.  
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3.   Some Marxist – Leninists are quite explicit in describing war in Clausewitzian 
terms (Kubalkova and Cruickshank,  1980 ; Semmel,  1981 ).  

4.   For additional work in world systems theory, see Chase - Dunn and Podobnik 
 (1995)  and the brief review in Rasler and Thompson (forthcoming). In the 
1970s, proponents of  “ dependency theory ”  argued that the primary explana-
tion for the delayed development of the  “ South ”  was the structure of domi-
nance and dependence in the global political economy and the exploitation of 
the South by the North (Cardoso and Faletto,  1979 ), though these scholars 
did not give much attention to the problem of war per se.  

5.   Similarly, while lateral pressure theory (Choucri and North,  1975 ) gives less 
emphasis to the world economy and the hierarchical structure of power, it 
shares with Marxist – Leninist theories the emphasis on competition for scarce 
resources.  

6.   Krasner ( 1978 : chap. 1) calls this  “ structural Marxism ”  and distinguishes it 
from  “ instrumental Marxism, ”  which emphasizes the hijacking of the state by 
the capitalist class in order to advance its own parochial class interests.  

7.   These different explanations are not universally accepted by all Marxist –
 Leninists, and in fact different variations of Marxist theory are quite critical 
of some other variations.  

8.   If the imperatives of oil drove American foreign policy, however, it would be 
hard to explain why the United States continues to strongly align with Israel 
rather than with the Arab oil - producing states.  

9.   Even if it were true that economic recovery was a consequence of the prepara-
tion for war, that does not necessarily imply that the goal of economic recovery 
was the primary goal of the war. The relative importance of different motiva-
tions needs to be established through further empirical research.  

10.   See the section later in this chapter on coalitional theories of war and 
peace.  

11.   The argument gained enough traction that in 1934  –  with the rise of Hitler, 
renewed fears of another European war, and concerns (especially by increas-
ingly infl uential isolationists) that armaments manufacturers might once again 
push the United States into war  –  that Congress set up a Special Senate Com-
mittee to investigate the munitions industry. The  “ Nye Committee, ”  so named 
after its chair, held hearings for 18 months but found little evidence to support 
the  “ merchants of death ”  hypothesis. That fi nding did little, however, to 
dampen popular suspicions of  “ greedy munitions makers. ”  See Schlesinger and 
Bruns  (1975) .  

12.   See Bass  (1964)  for a collection of alternative interpretations of American 
entry into World War I.  

13.   One signifi cant primary difference between Marxist and non - Marxist theories 
of economic imperialism is that Lenin and other Marxists believed that capital-
ist states could not be reformed, that imperialism is inevitable, and that violent 
revolution is necessary for the redistribution of wealth and the elimination of 
imperialism. Non - Marxist critics, like Hobson and his descendants, recognized 
the feasibility of reform within capitalist states.  

14.   The monopoly stage of capitalism is defi ned by fi ve basic features: the con-
centration of production and capital into monopolies; the merging of bank 
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capital with industrial capital, leading to the dominance of  “ fi nance capital ”  
under a fi nancial oligarchy; the distinctive importance of the export of capital 
as opposed to the export of commodities; the formation of international 
capitalist monopolies which share the world among themselves; and the ter-
ritorial division of the world among the biggest capitalist powers (Lenin, 
 [1916]1939 :88 – 9).  

15.   For a class - based explanation of the Peloponnesian War, see Cornford  (1971) .  
16.   Also, recall long - cycle theory ’ s emphasis on leadership in leading economic 

sectors (Modelski and Thompson,  1996 ).  
17.   The German threat and World War I did not help settle Anglo – Russian colo-

nial disputes, as the rivalry continued after the war.  
18.   Analytically, this is not a useful defi nition, because it explicitly excludes expan-

sionist behavior that served a useful purpose in providing protection or secur-
ing territory or trade. The defi nition is also circular. If imperialism is objectless 
by defi nition, then if it serves a useful function, then by defi nition it is not 
imperialism. With this defi nition, one could not investigate the empirical ques-
tion of whether imperialism could be useful. See Doyle ( 1997 :243).  

19.   Schumpeter  ([1919]1951)  also examined the imperialisms of Persia, Assyria, 
Alexander the Great, Egypt, Rome, and modern European states, each of 
which refl ects a variation on the central theme of imperialism.  

20.   It is also reminiscent of interpretations of the  “ military revolution ”  in early 
modern Europe (Roberts,  [1956]1995 ). A more general theoretical analysis of 
the mutual linkages among external threat environment, war, political organi-
zation, military organization, and political economy is provided by Levy and 
Thompson  (2010b) .  

21.   While some theories of the military – industrial complex give primary emphasis 
to the economic interests of leading fi rms (Domhoff,  1967 ), others give primary 
emphasis to the role of the military (Mills,  1956 ).  

22.   Snyder  (1991)  was responding to Kennedy ’ s  (1987)  theory of  “ imperial over-
stretch. ”  Kupchan  (1994)  constructs an alternative theory of overexpansion.  

23.   This might exclude the United States prior to the twentieth century.  
24.   This puts a premium on defi ning a  “ sharp ”  increase in threat, and on doing 

so independently of the government ’ s response to the threat. Otherwise, we 
would be left with the meaningless statement that a sharp increase in threat 
(as operationally defi ned by a strong response to that threat) would lead to a 
strong response to that threat.  

25.   Narizny neglects the fact that on the brink of war defensive alliances can be 
implemented more quickly than substantial increases in armaments.  

26.   Haas  (2005)  explains these variations of policy preferences between left and 
right in terms of ideology. The left was more hostile to fascist Germany and 
more sympathetic to the Soviet Union, a potential ally of Britain ’ s. The right 
was ideologically more hostile to Soviet communism than to German fascism.  

27.   Schweller  (2006)  also examines  “ underbalancing ”  in the 1930s, in an attempt 
to explain why Britain and France pursued such conciliatory policies in 
response to a rapidly growing threat. He gives less emphasis to economic 
factors and more attention to other political factors: the absence of elite 
consensus on policy preferences, the absence of elite cohesion, the political 
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vulnerability of the regime, and the social cohesion of the country. For a more 
detailed analysis of the domestic politics of grand strategy in Britain and 
France in the 1930s, see Imlay  (2003) .  

28.   One particular component of the national economic interest that is omitted 
from the Narizny  (2007)  and Lobell  (2006)  models is the creditworthiness of 
the state, which varies signifi cantly across regime type and also across specifi c 
contexts. The greater the state ’ s access to international credit markets, the 
more it can borrow, and the less it needs to rely on immediate taxation to 
fund rearmament in response to external threat (Rasler and Thompson,  1983 ). 
Democratic states tend to have greater access to credit markets than do 
authoritarian states, because lenders are more confi dent that democratic states 
will not default on their loans. Democracies are more likely to repay their 
debts because they know that democratic publics are likely to punish leaders 
that pursue costly economic policies, including those that weaken a state ’ s 
credit rating (Schultz and Weingast,  1998 ).  

29.   Some dispute the validity of the evidence behind this quote (Blainey, 
 1988 :76 – 7).  

30.   For a rationalist state actor interpretation of the Crimean War, see Gochal 
and Levy  (2004) . For an interpretation of the Falklands/Malvinas War that 
gives more attention the failure of coercive bargaining at the dyadic level, see 
Freedman and Gamba - Stonehouse  (1990) .  

31.   One explanation for the absence of a strong observed relationship between 
the political insecurity of elites emphasizes the strategic behavior between 
governments and adversaries. If governments are insecure and have incentives 
to scapegoat, adversaries recognize this and will  “ lie low ”  and not provide an 
easy target for scapegoating (R. Miller,  1999 ). This is an interesting argument 
and it needs further study. If a politically insecure leader is really determined 
to fi nd an external scapegoat, however, a potential adversary can only back 
off so far before sacrifi cing its vital interests. Another possibility is that 
stronger adversaries can also threaten to escalate minor disputes to war, in an 
attempt to deter low - level diversionary behavior. For a game - theoretic model 
of diversionary behavior that emphasizes both bargaining between govern-
ments and adversaries and signaling between constituents and the government, 
see Tarar  (2006) .  

32.   Some scholars dispute this, however, and present evidence that scapegoating 
is most likely in the period immediately after elections (Gaubatz,  1999 ).  

33.   One argument is that non - democratic states have an alternative policy option 
that is generally not available to their democratic counterparts  –  direct repres-
sion of internal dissent (Enterline and Gleditsch,  2000 ).  

34.   Diversionary theory almost always assumes that the targets are external states. 
Governments can also engage in diversionary behavior against certain domes-
tic groups, especially if those groups are defi ned as somehow different, as the 
 “ other ”  (Tir and Jasinski,  2008 ). Hitler ’ s action against German Jews provides 
one example.  

35.   Diversionary theorists usually invoke the in - group/out - group hypothesis to 
explain how the use of external force increases a leader ’ s domestic political 
support. Some rational choice theorists invoke a different mechanism. They 
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construct principal – agent models that treat the successful use of military force 
as a  “ signal ”  of the leader ’ s competence, which might otherwise be in doubt 
if his/her policies (domestic as well as foreign) have generated internal dis-
satisfaction (Richards, et al.,  1993 ; Smith,  1996 ). One might question, 
however, whether popular perceptions of a leader ’ s competence in foreign 
policy translate into perceptions of competence in domestic policy (handling 
the economy, for example), leading to an increase in domestic support. If a 
leader is in real trouble domestically, however, s/he might conclude that they 
have nothing to lose and  “ gamble for resurrection ”  through the use of military 
force (Downs and Rocke,  1994 ).  

36.   Low - level diversionary actions against stronger targets might be a plausible 
strategy if one expects that the adversary is unlikely to respond. President Fidel 
Castro of Cuba has greatly enhanced his domestic support over the years by 
thumbing his nose at the United States, but always through actions short of 
military force.  

37.   An alternative explanation for powerful liberal democracies getting involved 
in large and destructive wars lies in the fact that they often take the lead in 
grand balancing coalitions against potential hegemonic land powers.  

38.   The strength of this regularity is refl ected in Levy ’ s ( 1989b :270) observation 
that  “ the absence of war between democratic states comes as close as anything 
we have to an empirical law in international relations. ”  This probably says 
more about the absence of lawlike behavior in international relations than 
about the behavior of democracies. Still, this is the strongest empirical regular-
ity that scholars have observed in the international relations fi eld. For compa-
rable claims about the  “ lawlike ”  nature of the democratic peace, see Gleditsch 
 (1995) , Chan  (1997) , Russett and Starr  (2000) , and Braumoeller and Goertz 
 (2000) .  

39.   As a system - level explanation, realism argues that all states respond in roughly 
the same way to similar threats, opportunities, and conditions. The implication 
is that,  ceteris parabus , democratic dyads will go to war as often (proportion-
ately) as any other pairs of states.  

40.   Similarly, the dyadic democratic peace does not imply that the international 
system will become more peaceful as the number of democratic states in the 
system increases. That would be true if there were already a substantial 
number of democracies in the system, but not if there were relatively few. 
In the latter case, adding more democracies would add more democratic –
 autocratic dyads, which have a higher propensity to war (Rasler and 
Thompson,  2005 ).  

41.   Some research has suggested that there is a  “ dictatorial peace ”  among authori-
tarian regimes (Peceny, Beer, and Sanchez - Terry  2002 ).  

42.   Most quantitative studies of the democratic peace use the Polity III data, which 
was developed by Gurr and his colleagues (Jaggers and Gurr,  1995 ).  

43.   This raises the question of whether the appropriate standard is whether states 
satisfy some objective set of criteria for democracy, or whether it is each state ’ s 
perceptions of the democratic character of other states that matters. On the 
latter, see Oren  (1984) .  

44.   For more detailed discussions of these potentially anomalous cases, see Ray 
 (1995) .  
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45.   Admittedly, the criteria for democracy are rather weak, in the sense that there 
is no insistence that criteria for democracy approximate the normative stand-
ard of an ideal democracy. But that is precisely the point. If we insisted on a 
defi nition of a perfect democracy, then we would conclude that there are no 
wars between democracies because there are few if any real democracies. That 
would not be an informative fi nding. What is so signifi cant about the demo-
cratic peace is that even pairs of states that satisfy only the weakest criteria 
for democracy still rarely if ever fi ght each other.  

46.   For critiques of democratic peace theory, see Brown et al.  (1996) , Henderson 
 (2002) , Rosato  (2003) , and Rasler and Thompson  (2005) .  

47.   As we saw in chapter  3  ’ s discussion of economic interdependence and peace, 
a growing number of scholars now argue that the capitalist peace reinforces 
the democratic peace (Mousseau,  2000 ; Hegre,  2000 ; Gartzke,  2007 ). Some 
scholars also argue that international institutions also contribute to the demo-
cratic peace (Russett and Oneal,  2001 ).  

48.   This discussion draws on Levy ( 2002 :359 – 61).  
49.   Bueno de Mesquita et al.  (2003)  make a similar argument.  
50.   The hypothesis of aversion to costly wars by democratic publics and therefore 

by their leaders is plausible, but it is not clear whether this is a universal 
generalization that applies to all democracies, or whether it is a generalization 
that is temporally or culturally bounded and perhaps overly infl uenced by 
contemporary Western and particularly American attitudes since the Vietnam 
War. Images of Pickett ’ s charge in the American Civil War or frontal assaults 
by democracies against well - entrenched positions in World War I do not refl ect 
an aversion to casualties. For empirical and experimental studies, see Gartner, 
Segura, and Barratt  (2004)  and Gartner  (2008) .  

51.   For a critique of this argument, see Rosato  (2003) .  
52.   It is sometimes argued that democratic cultures preclude democratic leaders 

from fi ghting certain types of wars. Schweller  (1992) , for example, argues that 
democracies cannot fi ght  “ preventive wars ”  motivated not by a current con-
fl ict of interest but rather by the fear of the adversary ’ s rising power. There 
are enough exceptions, however, to seriously question this hypothesis. Exam-
ples include the Israeli attack against Iraq in 1981 and the use of preventive 
logic by the second Bush Administration in the United States to rationalize its 
2003 war against Iraq (Levy,  2008a ).  

53.   The impact of jingoistic publics and the press in helping to push governments 
into war is not confi ned to democratic states. In 1739, when Britain was a 
constitutional monarchy, both the public and the press demanded war against 
Spain. A reluctant First Minister Walpole agreed, leading to the  “ War of 
Jenkins ’  Ear ”  (Young and Levy,  forthcoming ).  

54.   Recall that after being soundly defeated in the 1990 – 91 Persian Gulf War, 
Saddam Hussein of Iraq stayed in power for another 12 years before he was 
overthrown during the 2003 American intervention in Iraq. US President 
George H. W. Bush was defeated in the 1992 elections, 18 months after a 
popular American war.  

55.   Although it is true that since democratic leaders are more likely to be thrown 
out of offi ce after a losing war effort, and are therefore particularly sensitive 
to the political costs of a military defeat, authoritarian leaders have other 
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things to worry about. It is not just the probability of being thrown out of 
offi ce but also what happens to those who are removed from offi ce. Former 
democratic leaders play golf and give speeches. Disgraced authoritarian leaders 
often suffer a crueler fate. Some are dragged through the streets to their death. 
Given the greater personal costs to authoritarian leaders removed from offi ce, 
they presumably base their calculations on the potential costs of negative 
outcomes as well as the probabilities of those outcomes (Goemans,  2000 ).  

56.   Another possible explanation of gambling by autocratic leaders, especially 
leaders of personalist autocratic regimes, is based on the type of leader that is 
likely to come to power in different types of regimes. Accession to high offi ce 
in centralized authoritarian regimes often requires a risk - taking strategy. 
Those who take big gambles win big or lose big, and the leaders who end up 
on top are those who win big. This argument almost certainly applies to 
authoritarian leaders like Adolf Hitler and Saddam Hussein, who did not rise 
to power by sitting on the sidelines. It probably does not apply to leaders in 
collective (rather than personalist) authoritarian regimes, where the incentives 
point toward a more cautious strategy in the rise to power.  

57.   The signal is credible because it would be politically costly for the opposition 
to say one thing and do the other. For an infl uential early treatment of signal-
ing, see Jervis  (1970) .  

58.   Lipson  (2003)  also emphasizes the importance of information in his explana-
tion of the democratic peace. Democratic states can more easily reach agree-
ments and make credible promises than can autocratic states because of 
democracies ’  higher transparency (to outsiders and to domestic publics); their 
greater constitutional restrictions limiting the powers of public offi cials and 
ensuring due process; their greater continuity of governance and orderly suc-
cessions; the greater ability of domestic publics in democratic states to punish 
leaders if they break their promises; and constitutional governance. These 
 “ contracting advantages ”  of democracies increase the level of trust and reduce 
the level of uncertainty in their mutual interactions, signifi cantly reducing the 
probability of war between them.  

59.   Others question this conclusion and argue that inferences of causality between 
democracy and peace at the dyadic level are spurious (Rasler and Thompson, 
 2005 ). That is, the observed relationship is due to other factors.  

60.   See the exchange in Wolf et al.  (1996) .  
61.   Cultural variables are more central to theories of civil war, which we examine 

in chapter  7 . Many  “ constructivist ”  international relations theorists argue that 
cultural factors such as ideas and identities are the underlying factors shaping 
human behavior (Ruggie,  1998 ; Wendt,  1999 ; Hopf,  2002 ; Lebow,  2008 ), but 
they do not directly focus on war.  

62.   The term  “ clash of civilizations ”  was fi rst used by Lewis  (1990)  in his discus-
sion of the historical evolution of civilizational confl icts between the Muslim 
world and others.  

63.   For other, more detailed, classifi cations of the evolution of international con-
fl ict over the past six centuries or longer, see Howard  (1976) , Luard  (1986) , 
and Levy and Thompson  (2010b) . With respect to modern history ’ s most 
destructive wars and rivalries, we question Huntington ’ s argument that while 
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wars from 1648 to 1792 were primarily about territory, wars from 1792 to 
1917 were fundamentally different and about clashes between nations defi ned 
as peoples, and that World War II and the Cold War were different still and 
primarily about ideology.  

64.   Huntington  (1996)  distinguished between fault - line confl icts and core - state 
confl icts. Fault - line confl icts are local, and occur between adjacent states 
belonging to different civilizations or within states that include peoples from 
different civilizations. Core - state confl icts are global and take place between 
the major states of different civilizations.  

65.   Huntington  (1996)  also argued that rapid population increases in the Islamic 
world was generating a  “ youth bulge ”  that contributes to internal confl ict 
(through the rise of fundamentalism in Islamic societies, for example) and to 
external confl ict as well. In a different demographic argument, Hudson and 
Den Boer  (2005)  argued that a high ratio of males to females in a country 
(and particularly a high proportion of unmarried males) has historically led 
to an increase in domestic and (to a somewhat lesser extent) international 
confl ict. They argue that through culturally induced sex - selection, China and 
India are generating a disproportionately high (and historically unprecedented) 
proportion of low - status young males (whom the Chinese refer to as  “ bare 
branches ” ), with ominous implications for both domestic stability and inter-
national confl ict. For other theories of demographic change and international 
confl ict, see Krebs and Levy  (2001) .  

66.   Some question the inclusion of a distinctive Japanese civilization despite its 
Westernization since World War II, and others make a similar argument about 
Russia over a longer historical span.         

 



 Decision - Making: The 
Individual Level     

5

     War is the product of the actions of two or more states or other political 
organizations. It follows that to understand the outbreak of war we need 
to understand why states make certain decisions rather than other decisions. 
That leads us to an analysis of foreign policy decision - making, which 
focuses on the individuals and governmental organizations that are empow-
ered to make and implement policies on behalf of the state. 1  

 International relations scholars have always engaged in foreign policy 
analysis, but until the 1960s they had little interest in developing theories 
of how the foreign policy process works and how it might work differ-
ently in different kinds of political systems. Traditional approaches to the 
study of foreign policy generally assumed that political leaders selected 
those policies that they believed would do most to advance the national 
interest of the state, and they gave relatively little attention to the internal 
processes driving foreign policy. 2  This kind of analysis was based on an 
implicit rational model, one that was often tied to a realist conception 
of foreign policy based on the concepts of power and the national 
interest. 

 Growing dissatisfaction with traditional approaches, along with an 
increasing interest in developing more explicit conceptual frameworks for 
analyzing foreign policy, led to the development of the  decision - making 
approach  to foreign policy analysis in the early 1960s (Snyder, Bruck, 
and Sapin,  1962 ). 3  The basic premise of the decision - making approach is 
that an explanation of the foreign policy actions of states requires an 
understanding of the processes through which political leaders perceive the 
external world and make and then implement their decisions. The basic 
argument is that system - level structural theories and even societal - level 
theories cannot explain state foreign policies, and that it is necessary to 
open the  “ black box ”  of decision - making in order to understand foreign 
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policy behavior. Decision - making theories assume that the choices made 
by these key individuals, groups, and organizational actors have a signifi -
cant impact on state foreign policies, and that these choices are not entirely 
determined by underlying systemic pressures, social forces, and institu-
tional constraints. 

 Of course, realists and other structural theorists recognize that in the 
end it is individuals in organizations who make decisions on behalf of 
the state. The difference between structuralists and decision - making 
theorists lies in the causal weight attached to decision - making variables. 
Structuralists assume that governmental organizations and individual 
decision - makers share similar perceptions of the international environment 
and that they respond similarly and directly to the structurally induced 
incentives created by that environment. For these theorists, structural 
factors are overpowering, and the opportunities and constraints they 
create translate directly into foreign policy decisions. As a result, decision -
 making variables themselves carry relatively little causal weight. Those 
variables serve as conveyor belts for causality that rests with structural 
factors. 

 Proponents of decision - making approaches, on the other hand, insist 
that there is no deterministic link between system structure and foreign 
policy action. They argue that individual worldviews and perceptions, gov-
ernmental roles, and intergovernmental politics help to explain why some 
states in similar international positions and with similar domestic circum-
stances often engage in different foreign policy behaviors, or why one state 
in similar situations will behave differently at different times. Decision -
 making theorists do not deny that system structure and domestic settings 
frame the problem for state decision - makers, but they insist that organiza-
tional, small - group, and individual - level variables carry signifi cant causal 
weight. 

 We begin this chapter with a discussion of a more formalized  “ rational 
model ”  of decision - making. The rational model is both a normative model 
of how decisions  ought  to be made as well as a parsimonious explanatory 
model of how decisions actually  are  made, and for these reasons the rational 
model is generally taken as the standard against which other models are 
compared. It is conventional to begin with an analysis of rationality for the 
case of a single unitary actor before moving on to the additional complica-
tions associated with the concept of organizational or collective rationality. 4  
After our general discussion of rationality, we then turn to the individual 
level and examine psychological models of individual decision - making. In 
the next chapter we turn to the governmental level and focus on bureau-
cratic/organizational theories of decision - making. Decision - making within 
these formal organizations is also shaped by social – psychological dynamics 
within small groups, which we also consider.  
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  Rational Models of Decision - Making 

 There is no single model of rational decision - making and no single concep-
tion of rationality. Most social scientists, however, conceive of rationality 
in terms of the maximization of values under constraints  –  the selection of 
means that will maximize previously determined goals. This is an instru-
mental conception of rationality. From this perspective, for the purposes of 
assessing rationality it does not matter what an actor ’ s goals are, only 
whether that actor engages in an ends – means calculation and selects those 
strategies or options it anticipates will maximize its values or goals. An 
actor ’ s goals might be immoral or repulsive, but that in itself does not make 
their behavior non - rational. Thus we can ask in principle whether Hitler 
behaved rationally in the pursuit of his goals, regardless of how morally 
repugnant his goals were. 5  

 There is at least as much debate about the nature of a rational decision -
 making process as about the meaning of rationality itself. 6  If rationality is 
the maximization of goals under constraints, then central to all conceptions 
of rationality is the idea that an actor must begin with the identifi cation of 
its goals. Since most actors have more than one goal, or  “ value complexity ”  
(George,  1980 ), the specifi cation of goals also requires some sense of the 
priorities among those goals. Since it is rare that a single strategy will 
maximize all goals simultaneously  –  just as in mathematics it is impossible 
to simultaneously maximize more than one variable  –  an actor must also 
have a sense of the kinds of value tradeoffs it is willing to make. 

 In most crises, for example, states want to maximize their interests while 
at the same time minimize the likelihood of escalation to an unwanted war. 
Some strategies might help maximize interests but simultaneously increase 
the risk of escalation, while other strategies might minimize the risks of 
escalation but only at some cost to the national interest. A fully rational 
decision requires a prioritization of goals so that the actor knows how much 
of one goal it is willing to sacrifi ce in order to achieve more of its other 
goals  –  or what risks it is willing to take to achieve one goal given the 
increased probability that it might not achieve the other goal. In addition, 
some strategies might bring benefi ts in the short term but involve costs in 
the long term, or vice versa, so that actors need to be clear about their time 
horizons. 7  

 If rationality involves the selection of means to maximize one ’ s ends, a 
second key element of a rational decision - making process is the specifi cation 
of the set of available strategies (or policies or options), or combination of 
strategies, that one might adopt to advance one ’ s goals. This involves not 
only an assessment of existing options, but also, to the extent that time 
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permits, the development of new strategies to advance one ’ s goals. Successful 
confl ict resolution, for example, often involves the creative invention of new 
solutions to old problems (Bercovitch, Kremenyuk, and Zartman,  2009 ). 

 Closely related to the specifi cation of alternative strategies is the estima-
tion of the consequences of each of the alternatives. This is the third major 
element of a rational decision - making process. Given actors ’  multiple goals, 
they must calculate the consequences of each alternative for each of their 
goals, so they can weight the costs and benefi ts of each strategy by the 
importance they attach to each of their goals. 

 Estimating the likely consequences of each strategy is an extraordinarily 
complex process. Decisions, particularly about issues of war and peace, are 
made under enormous  uncertainty . This is emphasized by Clausewitz 
 ([1832]1976)  in his concept of the  “ fog of war ”  and by game theorists in 
their concept of  “ incomplete information. ”  One component of this uncer-
tainty is the fact that the consequences of each strategy are determined not 
only by one ’ s own actions but also by those of the adversary and other 
actors. In their estimations of the consequences of their actions actors must 
think strategically and incorporate the likely responses of the adversary and 
of third parties. 

 It is notoriously diffi cult to assess the intentions of the adversary (Jervis, 
 1976 ). Even if state A accurately evaluates the intentions of state B at one 
point in time, B might change its intentions in response to changes in its 
external or internal environments or even in its assessment of A ’ s intentions. 
In addition, it is diffi cult to evaluate the adversary ’ s capabilities, one ’ s own 
capabilities, and how the capabilities of two adversaries might interact on 
the battlefi eld. Assessing the likely actions (or non - actions) of third parties, 
including allies and other adversaries, further complicates the problem. 
Relevant information is rarely fully available. An important element of this 
stage of the decision - making process is an  information search  to gain as 
much information as possible to support an informed decision. 

 We do not want to give the impression that this stage of a rational 
decision - making process requires a fully accurate assessment of the conse-
quences of one ’ s actions. Such an assessment is not possible. Instead, ration-
ality is defi ned more by process than by outcome. The question is whether 
an actor makes some attempt to incorporate uncertainty and strategic 
interaction into its calculations. Since the world is uncertain, actors should 
think probabilistically rather than deterministically. They should recognize 
the limits of their predictive powers and the fact that they can never be 
certain about the consequences of their actions, and they should attempt to 
attach very rough probability estimates to their assessment of what is likely 
to happen if they take various actions. Ideally, a rational assessment of the 
consequences of a particular policy should take the form of a probability 
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distribution: policy  x  should lead to outcome  y  1  with probability  p  1 , outcome 
 y  2  with probability  p  2 , and so on. 

 One sign of a non - rational process is one in which an actor estimates 
with 100% certainty that action  x  will be followed by consequence  y . Cer-
tainty rarely exists in international politics. History is littered with wars 
that started when one state was erroneously convinced that it could achieve 
a rapid military victory with limited costs, or that a hardline negotiating 
strategy would lead with certainty to the adversary ’ s capitulation. 

 Once an actor has defi ned its goals, identifi ed the possible strategies for 
advancing its goals, estimated the consequences of each of those strategies 
for each of its goals, it is ready to make a decision. This raises the question 
of what kind of decision - rule the actor will follow. This is a complicated 
issue, since there are several possible decision - rules, but most rational deci-
sion theorists posit a decision - rule based on some approximation of an 
 expected utility  calculation. What this means is that an actor identifi es all 
of the possible consequences for each alternative or option, assesses the 
probability of occurrence of each of these outcomes, evaluates the  “ utility ”  
(net benefi ts minus costs) of each possible outcome, weights the utility of 
each outcome by its probability of occurrence, and calculates the weighted 
sum, which is the expected utility of that particular strategy. 8  The actor 
then selects the strategy that has the greatest expected utility. 

 This description of a rational decision - making process overstates the 
orderliness or linearity of the process. Most decisions for war are the result 
of a series of decisions by each adversary, and the process is an iterative 
one. Decisions at each stage of the process are made after observing the 
consequences of earlier decisions and responses. Decision - makers should 
learn from these observations and incorporate information about the con-
sequences of their earlier decisions as well as other more recent information 
into their judgments and calculations in the next stage of decision - making. 
Feedback from one decision should reveal information about adversary 
intentions (and perhaps the intentions of third states) and possibly about 
relative military capabilities as well. Thus an additional element of a rational 
decision - making process is  learning . One of the non - rational aspects of the 
US war in Iraq beginning 2003 is that as American forces were engaging 
the Iraqi army with the immediate goal of overthrowing Saddam Hussein, 
US decision - makers failed to learn from early evidence that an anti - 
American insurgency was forming in Iraq (Gordon and Trainor,  2006 ; 
Ricks,  2006 ). 

 It is important to note that the concept of rationality can be applied both 
to individuals and to collective decision - units. The application of rationality 
to collective decision - units raises some complicated analytic issues that we 
can only mention briefl y here. It assumes that the collectivity (a state, for 
example) can be treated as if it has a single set of goals or preferences, with 



Decision-Making: The Individual Level 133

priorities among those goals. It also assumes that there is a consensus within 
the state, or at least among state decision - makers, regarding the optimal 
means of achieving those goals. This assumption is met if there is unanimity 
within the collectivity (or at least within the decision - making elite) or if 
there is a single dominant leader who makes decisions on behalf of the 
state. 9  If either of these criteria holds, we can talk about a rational and 
unitary actor model. Most realists and most other structural theorists make 
this assumption. 

 In the last chapter, however, we came across a number of theories that 
assume the existence of multiple domestic actors, each with its own paro-
chial interests rather than a fundamental agreement on the interests of the 
state. Coalitional models of decision - making (Snyder,  1991 ; Lobell,  2006 ; 
Narizny,  2007 ), for example, assume that foreign policy is the product of 
compromises and bargains among different economically based interest 
groups. Each of these groups acts rationally to advance its interests, but not 
necessarily those of the state. Such models are rational but not unitary. 10  
In the remainder of this chapter we examine non - rational models of 
individual decision - making, which can apply either to unitary or non - 
unitary models of the state. In the next chapter we focus on bureaucratic/
organizational models, which are non - unitary but sometimes rational.  

  Psychological Models of International Confl ict 

 Theories at the individual level trace international confl ict to the behavior 
of key individuals in important decision - making roles. 11  These theories 
focus on the content of individuals ’  belief systems about world politics, the 
psychological processes through which they acquire information and make 
decisions, and their personalities and emotional states. These factors often 
lead different individuals to have different conceptions of the foreign policy 
goals of the state, different images of the adversary, and different beliefs as 
to the optimum strategies to achieve their goals and meet those threats. 
These variations in beliefs across individuals arise from differences in politi-
cal socialization, personality, education, formative experiences and the 
lessons people learn from historical experience, and a host of other varia-
bles. When individual beliefs vary, different decision - makers will respond 
differently under similar situations, and those differences may be signifi cant 
enough to have a causal impact on state decisions for war or peace (Holsti, 
 1967 ; George,  1969 ; Jervis,  1976 ; Lebow,  1981 ). As Hermann et al.  (2001)  
emphasize,  “ who leads matters. ”  

 One important implication of most individual - level explanations is that 
if the individual in question had not been in power, the decision or outcome 
probably would have been different. The argument that Hitler was a 
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primary cause of World War II implies that if Hitler had not been German 
chancellor, World War II would probably not have occurred. This is a 
 “ counterfactual ”  hypothesis. In an analysis of the impact of individual - level 
variables it is often useful to ask the counterfactual question of whether the 
outcome would have been different if another leader had been in power. 12  

 Individual - level variables fi t within the subject matter of political psy-
chology, which falls at the intersection of social psychology and political 
science. 13  Social psychologists began analyzing the psychology of war and 
war prevention after World War I. Following Freud ’ s emphasis on aggres-
sive instincts as the root cause of war (Einstein and Freud,  1932 ), a number 
of scholars applied psychoanalytic perspectives drawing on Freud to the 
study of aggression and war (Durbin and Bowlby,  1939 ). 14  Psychoanalytic 
models are generally diffi cult to empirically test, however, and contempo-
rary international relations theorists have moved away from psychoanalytic 
perspectives to theories that are more amenable to social scientifi c analysis 
(McDermott,  2004 ). 15  

 Each of the psychological models discussed below is very general, and 
should apply to political leaders in all types of political systems  –  great 
powers, small states, ethnic groups, rebel leaders, and terrorist groups. 16  
While the psychological dynamics are similar, their causal impact, relative 
to that of other variables, may differ in different types of regimes, depending 
on the constraining effects of institutions and cultures. We might predict, 
for example, that individuals have a greater impact in dynastic or authori-
tarian regimes, particularly highly centralized ( “ personalist ” ) regimes and 
those characterized by a  “ cult of personality, ”  than in liberal democracies 
characterized by the rule of law. 

 Since many (but not all) individual - level variables impact decisions for 
war and peace through misperceptions of the external environment, we 
begin with an analysis of different kinds of misperceptions and the causal 
paths through which they can lead to war. We then turn to a discussion of 
the content of individual belief systems, and then to the cognitive and emo-
tional factors that infl uence how individuals process information about 
external threats and opportunities. After examining prospect theory, which 
suggests that people are particularly sensitive to losses and that they are 
often willing to take extreme risks to avoid any losses, we then turn to 
the  “ poliheuristic ”  theory of decision - making and to theories of crisis 
decision - making. 

  Paths from  m isperception to  w ar 

 The idea that wars are caused by misperceptions is very attractive in many 
ways, especially for those who believe that the human and economic costs 
of war far outweigh any benefi ts that war might bring to the states that 
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initiate them. 17  There are countless historical cases in which misperceptions 
are so blatant and so consequential that it is easy to conclude that war 
would not have occurred in their absence, so that misperceptions were a 
necessary cause of the war. 18  

 This argument about the importance of misperceptions is reinforced by 
the logic of the bargaining model of war. As we noted earlier, the model 
suggests that if actors are rational, and if adversaries have the same infor-
mation about military capabilities, they will have similar assessments of 
the likely outcome of the war. Those shared expectations regarding the 
likely outcome of war will lead them to agree to a negotiated settlement 
commensurate with that outcome while avoiding the costs of fi ghting. If 
misperceptions lead states to have divergent expectations about the likely 
outcome of war, so that at least one side expects a better outcome from 
war than from peace, it may be very diffi cult for adversaries to reach a 
negotiated settlement that avoids war. 19  

 The analysis of the impact of misperceptions on war raises a number of 
diffi cult conceptual and methodological problems. It is extraordinarily dif-
fi cult, fi rst of all, to defi ne what a misperception is (Jervis,  1976, 1988 ; 
Levy,  1983a ). Is it the discrepancy between the way the world is perceived 
and the way it really is, and if so how do we know the latter? Moreover, 
if politics and war each involve an element of chance, at what point do we 
say that an erroneous judgment is a misperception? If you calculate that 
the odds of winning a war are 80 percent, and you initiate a war and lose, 
was the decision for war based on a misperception? 

 There is also the question of how much causal weight to attribute to 
misperceptions. Even if misperceptions are seen as a necessary condition 
for a particular war (which implies that accurate perceptions would have 
led to peace), it is not clear how much causal weight to attribute to mis-
perceptions themselves and how much weight to attribute to the structural 
conditions, internal pressures, cultural environment, and decision - maker 
beliefs that generated the misperceptions in the fi rst place. This is the sense 
in which some suggest that misperception is a process rather than an incor-
rect perception (Jervis,  1976 : chap. 1). Still, it is useful to identify the 
various causal paths through which misperceptions might lead to war. 

 Another complicating issue is the fact that misperceptions can contribute 
to  peace  as well as to war. For example, if a state decides to forgo a preven-
tive war strategy because it erroneously believes that the adversary is already 
too strong, and if an accurate assessment would have led to such a war, 
then the misperception causally contributed to peace. 20  The fact that mis-
perceptions can lead to war under some circumstances but lead to peace 
under other circumstances makes it imperative to identify different kinds 
of misperceptions and the distinct causal paths through which they affect 
decisions for war or peace. 
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 The most important forms of misperception are misperceptions of the 
capabilities and intentions of both adversaries and third parties (Levy, 
 1983a :282 – 93). Exaggeration of the hostility of the adversary ’ s intentions 
is a particularly common pattern in the processes leading to war. Under 
rare circumstances, the erroneous belief that the adversary is about to strike 
can induce an actor to launch a preemptive strike of its own in order to 
secure fi rst - mover advantages. At an earlier stage of the path to war, an 
exaggeration of the hostility of adversary intentions can lead to a military 
build - up or alliance as a defensive precaution, which can then lead to arms 
races, counter - alliances, and a confl ict spiral that contributes to war. 
Various phases of the Arab – Israeli confl ict provide good examples here. 

 If a state content with the status quo underestimates the adversary ’ s 
hostility, that state might refrain from demonstrating its resolve or from 
taking countermeasures that might head off an attack in the short term. 21  
In the long term, the underestimation of adversary hostility can reduce a 
state ’ s incentives to build up its military capabilities. In either case, the 
lack of response can undermine deterrence. Alternatively, the underestima-
tion of the adversary ’ s resolve by an aggressive state may lead it to make 
more coercive military threats in the expectation that the adversary will 
back down, only to trigger a confl ict spiral if the adversary is in fact 
resolved. 

 A state ’ s misperceptions of its adversary ’ s intentions may derive from 
secondary misperceptions of the adversary ’ s value structure, its defi nition 
of its vital interests, its defi nition of the situation, its expectations about the 
future, and the domestic or bureaucratic constraints on its freedom of 
action. US misperceptions of Chinese intentions in the processes leading to 
the Sino – American phase of the Korean War resulted from the fact that US 
decision - makers failed to understand the threat that China perceived would 
arise if a US - backed regime were allowed to be established on Chinese 
borders (George and Smoke,  1974 ). 

 Misperceptions of adversary capabilities are often critical. Here we mean 
the evaluation of the adversary ’ s capabilities relative to one ’ s own, which 
includes both assessments of adversary capabilities, one ’ s own capabilities, 
and how they are likely to interact. The underestimation of adversary capa-
bilities generates military overconfi dence and the common belief that a 
rapid military victory involving minimal costs is quite likely (Blainey,  1988 ; 
Johnson,  2004 ). This increases the probability of war, whereas an accurate 
assessment of a stronger adversary would have made war less likely. 22  

 States can also overestimate adversary capabilities, which can lead to an 
unnecessary military build up that triggers an arms race and confl ict spiral, 
along with a greater danger of war. The overestimation of the military 
capabilities, or rate of growth in those capabilities, of a weaker but growing 
state can lead to a preventive war strategy to fi ght now rather than later, 
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whereas an accurate assessment of adversary capabilities would probably 
have not led to war. Many Americans who supported a war against Iraq 
in 2003 did so because of their fear of Iraq ’ s developing program of 
weapons of mass destruction, whereas an accurate assessment would have 
led them to oppose the war. Senator Hillary Clinton, for example, said on 
the  Today  show in 2006,  “ if we knew then what we know now  …  I cer-
tainly wouldn ’ t have voted that way. ”  A state ’ s misperceptions of the inten-
tions and capabilities of third states can have similar effects. The most 
common tendency is to exaggerate the likelihood that one ’ s potential friends 
will intervene on one ’ s behalf and the likelihood that one ’ s potential enemies 
will stay neutral, either of which increases military overconfi dence. Military 
overconfi dence is further reinforced by the exaggeration of the capabilities 
of one ’ s own potential allies and the underestimation of the capabilities of 
the adversary ’ s potential allies. 

 A standard interpretation of World War I, for example, argues that 
German political leaders underestimated the likelihood that Britain would 
enter the war in defense of France in 1914, that German military leaders 
falsely believed that even if Britain entered the war it would be too late to 
make a difference, and that the war would probably not have occurred in 
the absence of these misperceptions (Fischer,  1988 ; Levy,  1990/91 ; Van 
Evera,  1999 ). 23  There is evidence that Saddam Hussein did not believe that 
the United States would intervene after an Iraqi invasion of Kuwait in 1990, 
that he expected the diplomatic support of Arab states, and that he certainly 
did not expect Arab states to align with the United States (Freedman and 
Karsh,  1993 ). The implication is that in the absence of these misperceptions 
Saddam would not have invaded Kuwait. 

 It is important to note that for the purposes of causal explanation it is 
not enough to demonstrate that leaders misperceive the capabilities or inten-
tions of adversaries or third states. One must also demonstrate that these 
misperceptions have a causal impact on decisions for war. Misperceptions, 
even serious misperceptions, can occur, and war can follow, without those 
misperceptions playing a decisive causal role. Most scholars believe that 
British and French decision - makers seriously underestimated the hostility 
of German intentions under Hitler at the Munich conference in 1938. The 
argument that correct perceptions and a subsequent military build - up would 
have deterred war is probably incorrect, however, because there is substan-
tial evidence to suggest that Hitler was bent on war in any case (Weinberg, 
 1994 ; Kershaw,  2000 ). 

 In addition, misperceptions that frequently lead to war can occur, but 
their effects are often countered by those of other variables. US and Soviet 
leaders made many serious misperceptions during the 1962 Cuban missile 
crisis, for example, but the combination of nuclear weapons, the fear of 
escalation, and effective crisis management strategies enabled them to 
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overcome those misperceptions and maintain the peace. Under different 
conditions those same misperceptions might have led to war. 

 This raises a methodological problem in the study of misperception and 
war. If we only were to look at cases of wars and examine the role of 
misperceptions in the processes leading to war, we might conclude that 
misperceptions have an important causal impact on the processes leading 
to war. It is conceivable, however, that the same kinds of misperceptions 
are quite common in crises ending in peace. How do we assess their causal 
impact? We need to examine cases in which war does not occur as well as 
cases in which war occurs. If we were to fi nd that misperceptions are as 
pronounced in non - war cases as they are in cases of wars, then we might 
have reasons for questioning the inference that misperceptions are an 
important causal variable contributing to war. 24  

 It is also important to distinguish perceptions and misperceptions from 
 risk propensity . Perceptions of adversary and third state capabilities and 
intentions help to defi ne threats, while risk propensity combines with the 
assessments of the values of outcomes to shape how actors respond to 
threats. Sometimes it is diffi cult to differentiate overconfi dence as a factor 
contributing to the initiation of a war from a willingness to take risks. Most 
of the evidence suggests that Japan ’ s decision for war against the United 
States in 1941 was the result of a willingness to take extreme risks in a 
desperate situation rather than an exaggeration of Japanese military capa-
bilities relative to those of the United States (Iriye,  1987 ; Taliaferro,  2004 ). 
As Japanese Prime Minister Hideki Tojo remarked a few weeks before the 
Japanese attack on Pearl Harbor,  “ There are times when we must have 
the courage to do extraordinary things  –  like jumping, with eyes closed, off 
the veranda of the Kiyomizu Temple ”  (quoted in Morgan,  1977 :153). 

 Other leaders are much more cautious. Attitudes towards risk - taking are 
often the product of individual personalities. Some cultures and some ide-
ologies are more likely to generate risk - taking leaders, as are some types of 
political systems. The types of leaders that generally rise to the top of highly 
centralized authoritarian regimes (Saddam Hussein, for example) tend to 
be those who are willing to take risks, because if they did not take risks 
they probably would not have been able to reach the top position. In other 
regime types, especially democratic regimes, it is more cautious individuals 
who avoid alienating key constituencies that are the ones more likely to end 
up on top. Propensities toward taking risks are also a function of the situ-
ation, as suggested by prospect theory, which we discuss later in this 
chapter. 25  

 Now that we have seen how misperceptions lead to war, we now con-
sider the belief systems and psychological processes that contribute to 
misperceptions and to other paths to war.  
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  Beliefs and  i mages 

 Individual political leaders vary widely in their personalities and belief 
systems, and those variations help to explain different perceptions of threats 
and opportunities in the international system. Beliefs are particularly impor-
tant because they have a signifi cant impact on how an individual perceives 
and interprets information about the adversary and about the world more 
generally. As we note in a subsequent section, how an individual perceives 
threats in a particular situation is infl uenced as much or more by his/her 
prior beliefs about the adversary and about world politics in general as by 
the current details of a particular situation (Jervis,  1976 ). 

 There is no consensus among scholars as to the most useful way to clas-
sify the wide variety of individual beliefs. One infl uential approach follows 
the work that originated in Leites ’   (1951)  concept of  operational code , 
which he applied to the Bolshevik ideology of Soviet political leaders. 
George  (1969)  subsequently reformulated the operational code concept and 
grounded it in social – psychological theories of cognition. He argued that 
an individual ’ s beliefs about the political world are hierarchically organized 
around a small set of  “ master beliefs ”  that defi ne the operational code. The 
operational code includes philosophical beliefs about the nature of politics 
and confl ict and instrumental beliefs about the effi cacy of alternative strate-
gies for advancing one ’ s interests. The former include questions about the 
fundamental nature of politics and confl ict, the extent to which political 
outcomes are predictable or subject to chance, and the ability of political 
leaders to infl uence the fl ow of events. Instrumental beliefs include ideas 
about optimal strategies for achieving political ends, issues of timing, and 
conceptions of risk. 

 A number of scholars subsequently applied the operational code concept 
to a variety of political leaders, including US Secretary of State John Foster 
Dulles (Holsti,  1970 ), Henry Kissinger (Walker,  1977 ), George H.W. Bush 
and Bill Clinton (Walker, Schafer, and Young,  1999 ), and others. 26  One 
particularly interesting application of the operational code concept for the 
study of war and peace is Rogers ’   (1991)   “ crisis bargaining code ”  model, 
which further refi ned George ’ s  (1969)  typology. Rogers suggested that the 
three most important elements of an actor ’ s crisis bargaining code are his 
or her images of the adversary, crisis dynamics, and optimal bargaining 
strategies. Images of the adversary include beliefs about the adversary ’ s 
objectives, its decision - making style, and its bargaining strategy in a crisis. 
Images of crisis dynamics include beliefs about the processes leading to war. 
Are wars usually the result of the deliberate actions of states that prefer 
war to peace, or are they inadvertent, resulting from an unwanted and 
unexpected process of escalation? Images of optimal bargaining strategies 
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include beliefs about the relative effi cacy of coercive and more conciliatory 
bargaining strategies. These include beliefs about whether coercive threats 
induce compliance or whether they provoke counter - threats and escalation, 
and also beliefs about the proper timing and mix of coercive and accom-
modative strategies. 

 Consider President Kennedy in the Cuban missile crisis. Kennedy ’ s aim 
was to induce Soviet Premier Khrushchev to withdraw the Soviet missiles 
from Cuba but to do so in a way that minimized the risk of war. Kennedy 
believed that the sequencing of coercive and conciliatory behavior was criti-
cal in achieving his objectives. While Kennedy was quite willing to be 
conciliatory toward Khrushchev, the president also believed that it was 
essential to begin with coercive threats and actions at the onset of the crisis, 
in order to demonstrate his own credibility and reverse any image of weak-
ness in the mind of the adversary  –  images that Kennedy believed, correctly, 
that Khrushchev had taken away from their June 1991 summit meeting in 
Vienna. Kennedy feared that a purely diplomatic strategy without coercive 
threats would have been more likely to escalate to risky military action 
(George,  1994 ). 

 The emphasis on images of the adversary can also be found in other lines 
of work that goes back to the 1960s. Finlay, Holsti, and Fagan  (1967)  wrote 
 Enemies in Politics  and White  (1968)  emphasized the importance of both 
adversary images (the  “ diabolical enemy image ” ) and self - images, including 
the  “ virile self - image ”  and the  “ moral self - image. ”  Lebow  (1981)  also 
emphasized the importance of images of the adversary, images of oneself, 
and images of the adversary ’ s images of oneself. The latter is important 
in estimations of adversary intentions and of the consequences of one ’ s 
own actions. An example, noted above, is President Kennedy ’ s belief 
that Khrushchev perceived him as a weak leader. A different image of 
Khrushchev ’ s perception might have led Kennedy to adopt a different 
strategy. 

 An individual ’ s prior beliefs about the adversary are important in part 
because they shape how an individual interprets the adversary ’ s current 
behavior and the possible threats the adversary poses to one ’ s interests. We 
next turn to a more general discussion of factors affecting threat perception 
in the international system.  

  The  p sychology of  t hreat  p erception 

 The perception and misperception of threat is shaped by causal variables 
at all levels of analysis. 27  System - level uncertainty leads even the most 
rational observers to make incorrect assessments about the capabilities and 
intentions of other states because they cannot distinguish meaningful 
 “ signals ”  from uninformative  “ noise ”  (Wohlstetter,  1962 ; Jervis,  1976 ). 
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This problem is compounded if the adversary engages in  “ strategic decep-
tion ”  to conceal its intentions. Bureaucratic politics and organizational 
processes, which we discuss in the next chapter, play an important role in 
shaping what information gets processed and passed on to top decision -
 makers, and who gets to see that information. Societal cultures, ideologies, 
and religions introduce an additional level of conceptual fi lters. It is indi-
viduals in high - level decision - making groups whose judgments about threats 
and opportunities determine the actual decisions for war and peace, 
however, and we focus here on the individual psychology of threat 
perception. 

 It is useful to distinguish two sets of biases or distortions  –  cognitive and 
motivated  –  that shape individuals ’  judgments about the world.  Cognitive  
 biases  refl ect the way the brain is  “ hard - wired ”  to process information quite 
independently of the impact of human emotions and motivations. Thus they 
are often referred to as  “ unmotivated ”  biases. The basic premise of the 
 “ cognitive ”  perspective is that the world is extraordinarily complex, inco-
herent, and changing, while people have limited information processing 
capabilities to comprehend that world. People try to act rationally, but they 
face many obstacles in approaching the ideal - type rationality described 
earlier in this chapter. In order to make sense of a complex and uncertain 
world, people adopt a number of cognitive shortcuts or heuristics (which 
we illustrate below) that help to simplify that world and make it more 
understandable. Although the use of some kind of simplifying heuristics is 
necessary to make sense of the external world, these heuristics can generate 
some important cognitive distortions (Tversky and Kahneman,  1974 ; 
Nisbett and Ross,  1980 ). 

 In contrast to cognitive biases,  motivated biases  derive from the emo-
tional side of human beings, from their psychological needs, fears, guilt, 
and desires (Janis and Mann,  1977 ). People do not face up to information 
that makes them feel emotionally uncomfortable or that runs contrary to 
their goals, a pattern that some label  “ defensive avoidance. ”  Their beliefs 
about the world are often convenient rationalizations for their underlying 
political interests or unacknowledged emotional needs, and for the policies 
that serve those interests and needs (Jervis,  1985 ; Lebow,  1981 ). These 
 “ motivated biases ”  are most likely to manifest themselves in decisions 
involving high stakes and important value tradeoffs. The stress inherent in 
these decisions often leads decision - makers to deny those threats and to 
deny the need to make tradeoffs between values (Holsti and George,  1975 ). 28  

 It is important to note that each set of biases can lead either to the over-
estimation or the underestimation of threat, depending on circumstances. 
Much of the literature suggests that political leaders have a bias toward the 
overestimation of external threats, which increases the likelihood of confl ict 
spirals and escalating confl ict. Many similar psychological processes can, 
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under some conditions, also lead to the underestimation of external threats, 
to erroneous beliefs that the adversary ’ s intentions are benign (Johnson and 
Tierney,  2007 ). As we noted earlier, this can leave decision - makers insensi-
tive to signals of an impending military attack. 

 There is also some evidence that different conditions can trigger different 
psychological processes, so that some conditions are conducive to overcon-
fi dence while other conditions are conducive to underconfi dence. Some 
hypothesize that when events are uncertain and when confl ict is still avoid-
able, people have a tendency to adopt a more deliberative mindset and 
carefully weigh costs and benefi ts. When confl ict is perceived as inevitable 
and imminent, however, people have a tendency to switch to a different 
mindset, one that triggers several psychological biases that increase over-
confi dence (Johnson and Tierney,  2009 ; Heckhausen and Gollwitzer,  1987 ). 
This is an intriguing idea and needs further exploration. 

 We begin our discussion of the individual sources of misperception with 
unmotivated biases, which until recently have received most of the attention 
in the literature since the  “ cognitive revolution ”  in social psychology in the 
1970s (Larson,  1985 ). One of the most important unmotivated biases 
involves the infl uence of an individual ’ s prior beliefs on the ways in which 
s/he perceives and interprets information. The main hypothesis is that 
people have a strong tendency to see what they expect to see based on their 
prior beliefs. They tend to be more receptive to information that is consist-
ent with their beliefs than to information that contradicts their beliefs. Thus 
there is a tendency toward  selective attention  to information. Another way 
of saying this is that information processing tends to be more theory driven 
than data driven (Jervis,  1976 ). 

 One consequence of the selective attention to information is a tendency 
toward  premature cognitive closure . Instead of engaging in a complete 
search for information relevant to the problem at hand, there is a tendency 
to end the search for information after one ’ s pre - existing views gain ade-
quate support (Jervis  1976 ). These tendencies lead to the  perseverance of 
beliefs  beyond the point that the evidence warrants (George,  1980 ). These 
tendencies clearly violate the elements of a rational decision - making process 
articulated earlier. 

 One good illustration of the potentially paralyzing role of preexisting 
beliefs comes from the Israeli intelligence failure leading to the 1973 Arab –
 Israeli War. Israeli intelligence offi cers and governmental offi cials developed 
a set of conceptual guidelines to help them understand when they might 
anticipate a possible Arab military attack. These guidelines, known as the 
 “ Conception, ”  specifi ed that Egypt would not attack unless the Egyptian 
air force gained control of the air so that it could strike deeply into Israel, 
and against Israeli airfi elds in particular. Israel also assumed that Syria 
would only attack in conjunction with Egypt. There was substantial 
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evidence of Egyptian military activity in the period leading up to the war, 
but Israeli intelligence discounted this information and interpreted Egyptian 
activity as routine military maneuvers, in part because Israeli intelligence 
did not believe that Egypt had the capability for a major military crossing 
of the Suez Canal. A standard interpretation of the Israeli intelligence failure 
is that the cognitive mindset formed by the  “ Conception ”  played a substan-
tial role in shaping the perception of new information in a way that fi t those 
preexisting beliefs, limiting Israeli intelligence analysts from thinking 
 “ outside the box ”  (Agranat Commission,  1974 ; Shlaim,  1976 ). 

 Analysts make a similar argument with regard to the American intelli-
gence failure surrounding September 11. Although analysts attribute the 
failure to anticipate the 9/11 terrorist attacks to a wide range of factors, 
including institutional factors such as poor coordination between different 
intelligence agencies, many analysts argue that it was fi rst and foremost a 
conceptual failure, one that derived from the intellectually constricting 
effects of existing mindsets. In the words of the National Commission on 
Terrorist Attacks Upon the United States  (2004) ,  “ The most important 
failure was one of imagination. ”  29  

 Some kinds of beliefs are particularly resistant to disconfi rmation by new 
information. A good example is the dual belief that the adversary is funda-
mentally hostile yet at the same time responsive to external threats and 
opportunities. Consider the  “ inherent bad faith model ”  of the adversary 
(Holsti,  1970 ). This refers to situations in which people perceive aggressive 
actions by the adversary as refl ecting the adversary ’ s innate hostility, while 
perceiving conciliatory actions as refl ecting the adversary ’ s response to one ’ s 
own resolute actions or perhaps strategic deception to induce complacency. 
Such beliefs are strongly resistant to change, because no matter what the 
adversary does its behavior reinforces one ’ s mental model of the adversary. 
This can lead decision - makers to misinterpret conciliatory behavior by the 
adversary and consequently to miss good opportunities for confl ict resolu-
tion (Tetlock,  1998 ). 

 One explanation for the tendency to perceive apparently hostile actions 
by the adversary as refl ecting its underlying hostile intentions is provided 
by the  fundamental attribution theorem , a theory in social psychology that 
has received substantial support from the experimental evidence (Nisbett 
and Ross,  1980 ). The theory relates to the way people explain the behavior 
of others. Individuals have a tendency to interpret others ’  behavior, particu-
larly behavior that they regard as undesirable, as refl ecting dispositional 
factors rather than situational factors. If the adversary adopts hardline 
security policies, we tend to attribute those policies to the adversary ’ s hostile 
intentions or evil character, not to a threatening environment (including 
our own actions) that might have induced such policies. One implication is 
that actors tend to underestimate the effects of the security dilemma. They 
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minimize the extent to which apparently hostile behavior by the adversary 
might refl ect a defensive reaction to the actor ’ s own actions that the adver-
sary perceives as threatening. 30  

 This tendency to overestimate the adversary ’ s hostility by attributing its 
behavior to its evil intentions rather than to a threatening environment is 
compounded by actors ’  tendencies to explain their own behavior in terms 
of situational factors rather than dispositional factors, which is the  “ actor –
 observer discrepancy ”  (Nisbett and Ross,  1980 ). While we attribute the 
adversary ’ s hardline strategies to his hostile intentions, we attribute our 
own hardline strategies to external threats and to the need to defend our-
selves. Moreover, since we believe that our own actions are defensively 
motivated, and since we assume that the adversary understands that, we 
interpret the adversary ’ s hostile behavior as evidence that it must be hostile. 
This leads to mutually reinforcing negative feedback and often to an esca-
lating confl ict spiral. 

 One important consequence of the fundamental attribution error is the 
tendency to perceive the adversary ’ s regime as more centralized than it 
actually is, to underestimate the impact of domestic political and bureau-
cratic constraints on adversary leaders, and consequently to attribute too 
much intent to the adversary ’ s actions (Jervis,  1976 ). A state may take an 
uncompromising position in order to pacify a domestic constituency, but 
its adversary tends to infer that the behavior refl ects hostile intentions. 
Bureaucratic pressures may force a state to increase military spending, but 
the adversary tends to interpret the increased spending as part of a more 
coherent and hostile foreign policy on the adversary ’ s part. This exaggera-
tion of the hostility of adversary intentions can also contribute to a confl ict 
spiral. 31  

 This set of judgments and responses was quite evident for both the 
United States and the Soviet Union during the Cold War. Soviet offi cials 
attributed high levels of US defense spending to American ideological hostil-
ity to the Soviet Union (and to the capitalist foundations of that hostility), 
and US offi cials emphasized the role of communist ideology underlying 
Soviet behavior. Each downplayed the effects of its own actions and other 
external pressures on the actions of the other (Garthoff,  1985 :903 – 7; 
Lebow and Stein,  1995 ). 

 These processes are often reinforced by a lack of empathy, or an inability 
to understand others ’  worldviews, defi nitions of their interests, threats 
to those interests, and possible strategies for neutralizing those threats (J. 
Stein,  1993 :371). If opposing leaders have different worldviews, ideologies, 
cultures, or religions, they often interpret the same information differently, 
which increases the likelihood that a signal sent by one actor will be mis-
interpreted by the other. One important contributing cause of the escalation 
of the Korean War to a Sino – American war in 1950 was the failure of the 
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United States to understand how threatening a US - backed capitalist regime 
in North Korea would be to the communist system in China. 

 Ideological differences can contribute to misperceptions in other ways. 
Churchill warned Stalin in 1941 that Hitler was shifting his armies from 
the West to the East, but Stalin discounted the information in part because 
Churchill ’ s liberal capitalist worldview meant that he could not be trusted. 
This contributed to the Soviet intelligence failure and lack of preparation 
for the German attack in June 1941. The larger point, however, is that 
Stalin was not expecting a German attack, at least not at that time, and 
was unreceptive to information that suggested that he might be wrong 
(Whaley,  1973 ; Bar - Joseph and Levy,  2009 ). 

 This is not to say that people never change their beliefs. Belief change is 
more likely if information inconsistent with existing beliefs is particularly 
powerful and salient, if that information arrives all at once rather than 
incrementally over time, if the nature of information is such that there are 
objective standards for assessing the accuracy of beliefs or the success or 
failure of existing policy, and if individuals are self - critical in their intel-
lectual styles or organizational cultures (Jervis,  1976 ; George,  1980 ; Tetlock, 
 1998 ). Some beliefs, however, are more likely to change than others. 

 Psychologists have found that belief systems are organized hierarchically, 
with fundamental assumptions and policy objectives at the highest level, 
strategic policy beliefs and preferences at an intermediate level, and tactical 
beliefs at the bottom. If incoming information is strongly and consistently 
at odds with pre - existing belief systems, so that it can no longer be ignored, 
people fi rst change their tactical beliefs about the best means to particular 
ends. If that fails to bring their beliefs into consistency with the accumula-
tion of new information, they then change their strategic assumptions and 
orientation. It is only after repeated strategic failures that people reconsider 
their basic goals or objectives. Change in fundamental beliefs is often 
so psychologically diffi cult that it is likely to occur only in conjunction 
with a major political change that brings people to power that are not 
psychologically or politically committed to the old beliefs (Tetlock, 
 1991 :27 – 31). 

 The perseverance of beliefs means that actors are slow to learn, slower 
than a rational model of learning would predict. If an actor is uncertain 
about adversary intentions, but believes with a given probability that the 
adversary has hostile intentions, then any new information about the adver-
sary should lead the actor to  “ update ”  his probability assessment (toward 
a higher probability of hostile intentions if the adversary ’ s actions are 
hostile, or toward a lower probability if the adversary ’ s actions are concili-
atory). Rational models of learning specify exactly how one ’ s prior prob-
ability assessment (or  “ priors ” ) should be combined with new information 
in a particular situation. These models are based on the logic originally 
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suggested in the eighteenth century by the statistician Thomas Bayes.  Baye-
sian updating  is the standard approach to rational learning. 32  

 There is substantial evidence, however, that people often depart from 
rational Bayesian updating. The typical pattern is to give disproportionate 
weight to prior beliefs relative to new information, relative to the normative 
Bayesian standard. Prior beliefs serve as an  “ anchor, ”  and people are slow 
to adjust to new information. This is one of the many cognitive shortcuts 
or  heuristics  that people use to make sense of a complex and uncertain 
world, and it is sometimes referred to the  anchoring and adjustment  heu-
ristic (Tversky and Kahneman,  1974 ; Kahneman, Slovic, and Tversky, 
 1982 ). 

 One important source of prior beliefs is the  “ lessons of the past ”  that 
individuals extract from history (May,  1973 ). Historical events are often 
used as analogies to help understand the current situation and provide 
guidelines as to what strategies might or might not work. This  analogical 
reasoning  is another form of heuristic or cognitive shortcut that individuals 
unconsciously use to make sense of a complex world. 

 Analogical reasoning is often explained in terms of the  availability heu-
ristic . Whereas judgments of probability should be shaped by the relative 
frequency of occurrence of similar events, the availability heuristic suggests 
that judgments of probability are disproportionately infl uenced by events 
that are familiar and salient, because these are the events that easily come 
to mind. Most people are more fearful of dying in an airplane crash than 
in a car crash, even though statistics show that the latter is more likely. 
Pictures of airplane crashes in the newspapers or on television produce such 
an emotional reaction that they carry more weight than warranted by the 
true probabilities (Tversky and Kahneman,  1974 ). 33  

 It is often said, for example, that generals are always fi ghting the last 
war, and that political leaders are always trying to avoid the mistakes of 
the past. One of the most infl uential analogies for the last half century of 
international relations was the  “ Munich analogy, ”  referring to appeasement 
of Hitler at the 1938 Munich conference. It is associated with the perceived 
lesson that appeasement never works. The Munich analogy had a profound 
effect on American decision - making in the Korean War, the Vietnam War, 
and the 1990 – 91 Persian Gulf War (May,  1973 ; Khong  1992 ). 34  

 The  “ Vietnam analogy, ”  which many interpret to suggest that any US 
intervention involves a strong risk of ending up in a quagmire, itself had a 
signifi cant impact on American foreign policy for decades. 35  The lessons of 
9/11, as interpreted by the George W. Bush administration, overwhelmed 
the lessons of Vietnam, in part because of the analogy between Hitler and 
Saddam Hussein, which undoubtedly contributed to the 2003 American 
war in Iraq. 

 There are countless historical analogies from which individuals might 
learn. Evidence suggests, however, that there is a tendency to learn from 
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events that have a major impact, affect the individual or her society directly, 
occur recently in time, and that are observed fi rst - hand and at a formative 
period in a person ’ s life (Jervis,  1976 ). 36  This can lead to generational 
effects, with successive generations, perhaps characterized by different 
ideological or cultural assumptions, looking back to different historical 
analogies and thus being infl uenced by different and perhaps contradictory 
lessons (Roskin,  2002 ; Jervis,  1976 : chap. 3). 37  President George H.W. Bush 
and his advisors were signifi cantly infl uenced by the Munich analogy, while 
Bill Clinton and his advisors were infl uenced more by analogies from 
Vietnam. The current generation is more likely to be infl uenced by whatever 
lessons are learned from 9/11 and the 2003 Iraq war, although the precise 
interpretation of the  “ lessons of Iraq ”  will be shaped by how the Iraqi 
political system evolves. 

 The personal experiences of decision - makers also provide a crucial 
source of analogies from which to draw. During the build - up to the 1991 
Gulf War, President Bush and National Security Advisor Brent Scowcroft, 
each of whom had personal experience in the military as aviation offi cers, 
were ardent supporters of air strikes against Iraq. Generals Colin Powell 
and Norman Schwartzkopf, each of whose careers had been made in the 
US Army, were less sanguine about the potential of air strikes for degrading 
Iraq ’ s then - vaunted military machine (Mintz,  1993 :612). 38  

 It is important to distinguish two distinct causal paths involving lessons 
from history and policy preferences. In one, the actor genuinely believes the 
lessons s/he draws from the past, and in the other the actor deliberately 
selects the analogies that support his/her policy preferences in order to help 
persuade others and advance his/her policy preferences (Jervis,  1976 ; Levy, 
 1994 ). In the fi rst, historical lessons have a causal infl uence on policy pref-
erences, while in the second the causal arrows are reversed, and policy 
preferences infl uence the lessons that are extracted from the past. This is 
the  strategic  or  rhetorical use of history . 

 Although it is plausible to argue that US presidents have genuinely 
learned from the experience of Munich, it is also plausible that some US 
presidents have invoked the Munich analogy in order to enhance percep-
tions of external threats and give them more leverage in internal political 
debates. It is not an accident that Republicans and Democrats drew differ-
ent lessons from Vietnam, which resulted in contradictory  “ lessons of 
Vietnam ”  being used in debates about whether the US should intervene in 
confl icts abroad. If the strategic or rhetorical use of history helps a leader 
to persuade others to support his/her policies, then it can still have a causal 
impact  –  but an indirect one  –  on decisions for war. 

 Both genuine learning from history and the rhetorical use of history can 
lead to distorted judgments and misperceptions. The problem is that the 
historical events from which people learn do not constitute a scientifi c 
sample for the purpose of drawing inferences, but a biased sample. In 
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addition, as Jervis ( 1976 :228) argues  “ People pay more attention to  what  
has happened than to  why  it has happened. Thus learning is superfi cial, 
overgeneralized. ”  

 In other words, people look at a historical case and draw universal 
lessons about behavior while ignoring the contextual factors that helped to 
shape the historical outcome. Political leaders do not have good theories to 
help them predict the likely consequences of various actions (when is the 
use of force effective and when is it ineffective, for example), and they use 
the lessons of the past as cognitive shortcuts to make such causal judgments. 
But reasoning by analogy from the past is an inferior substitute for a good 
theory, and the use of misleading analogies can contribute to the processes 
leading to wars in situations where a more accurate assessment would have 
maintained the peace. The fact that a policy of appeasement failed against 
Hitler ’ s Nazi Germany does not necessarily mean that a policy of appease-
ment will never work against any regime under any circumstances. 

 The preceding discussion has focused on cognitive biases, which are not 
motivated by one ’ s interests or desires but which result from the use of 
cognitive shortcuts in an attempt to make a complex and ambiguous world 
more comprehensible. We now turn to  motivated biases , which result from 
people ’ s unconscious needs to maintain their own emotional well - being and 
to advance their interests. People are unconsciously motivated to distort 
information in a way that minimizes internal psychological confl ict. Whereas 
unmotivated biases generate perceptions based on expectations, motivated 
biases generate perceptions based on needs or desires (Janis and Mann, 
 1977 ; Lebow,  1981 ). Cognitive biases lead to a tendency for people to see 
what they expect to see (based on their beliefs), while motivated biases lead 
people to see what they want to see (to avoid emotional stress or to advance 
their interests). This is  wishful thinking . The tendency toward wishful think-
ing is exacerbated if decision - makers have an  “ illusion of control ”  (Langer, 
 1975 ) and exaggerate the degree of infl uence they have over the course of 
events. 

 Recall that in order to make a rational calculation of the optimal strategy 
for achieving one ’ s ends, actors ’  assessments of the probability of an 
outcome must be independent of the utility of that outcome. The presence 
of motivated biases and wishful thinking violate that requirement, since 
people allow their assessment of the value of various outcomes to infl uence 
the perceived likelihood of those outcomes. Desirable outcomes are often 
seen as more likely to occur while undesirable outcomes are often seen as 
less likely. If the success of a particular strategy is seen as necessary for 
highly valued goals to be attained, wishful thinking can lead to an exag-
geration of the probability of success of that strategy. The unconscious 
motivation is to reduce  cognitive dissonance , which arises if an individual 
holds contradictory beliefs. 
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 In his study of offensive military doctrines in World War I, for example, 
Snyder  (1984)  found a tendency for military organizations  “ to see the neces-
sary as possible ”  and to infl ate their estimates of the likely success of their 
war plans. In 1914 German leaders believed that they could only win a 
short war, not a long war, and their motivated biases led them to believe 
that the war would probably be short. 39  They had only one war plan, the 
Schlieffen Plan, and they unconsciously infl ated the likely success of that 
war plan. 40  

 The motivated bias hypothesis implies that actors with similar policy 
preferences should have similar motivated biases and thus similar biases in 
probability assessments. This provides one possible way for testing for the 
presence of these biases. We can conduct a comparative study of different 
actors to see if policy preferences and biases in probability assessments are 
correlated. This is sometimes referred to as the  “ third party criterion ”  
(Lebow,  1981 ). 41  It is often argued, for example, that Germany ’ s exagger-
ated confi dence that Britain would not intervene in a European war in 1914 
was due to German motivated biases: German leaders ’  hopes that Britain 
would not intervene led them to expect that Britain would not intervene. 
As a general explanation, the motivated bias interpretation of German 
misperceptions is weakened by the fact that French and Russian leaders, 
who were allied with Britain, who therefore hoped that Britain would 
intervene in the war, and who therefore (according to the motivated bias 
hypothesis) should have expected British intervention against Germany, 
were also highly uncertain about how Britain would respond (Albertini, 
 [1942]1957 ). 

 An alternative interpretation of German behavior in 1914 is that German 
leaders believed that their dominant position in Europe was deteriorating 
rapidly enough that it was reasonable to gamble on going to war to avert 
that decline. This raises the issue of risk propensity. As we noted earlier, 
some political leaders are willing to take greater risks than are others. 
Hitler, against the advice of his military, who believed that Germany was 
unprepared for war during the mid - 1930s, took enormous risks in challeng-
ing France and Britain through his aggressive foreign policies. Hitler was 
repeatedly vindicated by events, and his successes silenced his internal critics 
and reinforced his hold on power. Saddam took great risks in defying the 
United States in the two Persian Gulf wars, rather than playing it safe and 
backing off when confronted by American military threats. 

 Despite the importance of the risk propensities of political leaders in 
foreign policy behavior, international relations scholars have done relatively 
little theorizing about this subject (but see Kowert and Hermann,  1997 ). 42  
Most simply acknowledge that some personalities are more willing than 
others to take risks. But other factors besides personality might affect a 
leader ’ s willingness to take risks. Some cultures and some ideologies may 
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encourage more risk taking than others. In addition, a substantial amount 
of work in social psychology suggests that certain situations (rather than 
certain individuals) are more likely to generate to risk - taking strategies than 
others. One line of research on this question is associated with  “ prospect 
theory ”  (Kahneman and Tversky,  1979 ), to which we now turn. We fi rst 
describe the theory, and then consider some of its implications for interna-
tional relations.  

  Prospect  t heory and  r isk  p ropensity 

 Whereas standard economic theory suggests that value is measured in terms 
of net levels of wealth, prospect theory suggests that people are more sensi-
tive to changes in wealth. 43  This leads them to defi ne choice problems 
around a  reference point . In their calculations, people give more weight to 
losses from that reference point than to comparable gains, which is known 
as  loss aversion . Loss aversion leads people to value things in their posses-
sion more than comparable things not in their possession, which is the 
 endowment effect  and which makes actual losses hurt more than forgone 
gains (Kahneman and Tversky,  1979 ). 44  

 This overweighting of losses helps to generate a tendency for people to 
engage in  risk - averse  (cautious) behavior with respect to gains and  risk -
 acceptant  (gambling) behavior with respect to losses. That is, given a choice 
between a certain gain and a gamble that might lead to either a greater gain 
or a lesser gain, people tend to be cautious (or at least more cautious than 
a rational expected - value calculation would predict) and lock in the certain 
gain. If, however, they are faced with a choice between a certain loss and 
a gamble that might lead to a greater loss or a lesser loss, they tend to take 
risks in an attempt to avoid the certain loss. People are so eager to avoid 
certain losses, or  “ dead losses, ”  that they take enormous risks that often 
result in even greater losses, even though the expected value of the gamble 
may be considerably worse than the value of the certain loss. 

 For example, given a choice between $40 for certain or a gamble that 
might yield either $100 or $0, people generally prefer the risk - averse strat-
egy of taking the sure bet of $40, even though the expected value of 
the gamble is greater. (The expected value, which refl ects risk neutrality, is 
the sum of the possible outcomes weighted by their respective probabilities, 
or $50.) If the choice is between a certain loss of $40 and a gamble that 
might yield either a loss of $100 or $0, most people will take the gamble, 
even though the expected value of the gamble ( – $50) is worse than the loss 
of $40. 

 Since gains and losses are measured with respect to deviations from 
a reference point, how people identify their reference points is critical. 
A change in reference point can lead to a change in preference (called a 
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 “ preference reversal ” ) even if the values and probabilities associated with 
possible outcomes remain unchanged. If people face decisions about select-
ing a medical treatment, for example, they are likely to respond differently 
if they are told they have a 90% chance of survival than if they are told 
that they have a 10% chance of death, although the two are mathematically 
equivalent. The difference lies in the reference point. A survival rate sounds 
like gains, which induces cautious behavior, whereas a mortality rate 
sounds like losses, which leads to a greater willingness to take risks on a 
treatment. 

 The identifi cation of the reference point is known as  framing  a choice 
problem. In social psychology, most experimental work on the identifi ca-
tion of the reference point focuses on the effects of framing on the choices 
people make rather than on the sources of framing. There has been rela-
tively little research on the critical question of why individuals select one 
reference point rather than another. This is also true of most applications 
of prospect theory to international relations. 

 The most common reference point for most people in most situations, 
however, is the status quo. With a status quo reference point, people hesitate 
to take risks (or at least less inclined than a rational expected - value calcula-
tion would predict) to improve on the status quo, given risk aversion for 
gains with respect to their reference point. As a result, there is a  status quo 
bias . If faced with possible losses from the status quo, however, individuals 
will prefer to gamble on risky strategies that might eliminate the loss and 
maintain the status quo rather than adopt a strategy that is certain to lead 
to that negative outcome. Given the opportunity to fl ip a coin for a 50 
percent chance of winning $100 and a 50 percent chance of losing $100, 
most people will decline that opportunity and instead stay where they are. 

 People do not always choose the status quo as their reference point. They 
are sometimes infl uenced by expectation levels, aspiration levels, and social 
comparisons to select a different reference point. People tend to re - set or 
 “ renormalize ”  their reference points after making gains faster than they do 
after incurring losses (Kahneman, Knetsch, and Thaler,  1990 :1342; Jervis, 
 1992 ). This implies that people tend to be prone to taking risks after suf-
fering losses, with the aim of recovering those losses. A gambler, after suf-
fering a string of losses, often ups the ante in an attempt to eliminate those 
losses. A basketball player is more likely to commit a foul after making a 
bad play than at other times. 

 Prospect theory has a number of implications for decisions for war and 
peace in international relations. 45  Given the overweighting of losses relative 
to gains and the tendencies toward risk aversion in decisions involving 
possible gains and risk acceptance in decisions involving possible losses, 
political leaders have a tendency to take more risks to maintain their inter-
national positions, reputations, and domestic political support against 
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potential losses than they do to enhance their positions. They are more 
likely to fi ght in order to avoid losses than to make gains. 46  This helps to 
reinforce the argument that wars are driven more by fear than by ambition. 
Similarly, domestic publics punish their leaders more for incurring losses 
than for the failure to make gains (Nincic,  1997 ). 

 The tendency to avoid taking risks to improve the status quo in one ’ s 
favor leads to a status quo bias in international relations, paralleling the 
general theoretical tendency described above. As Schweller ( 1996 :99,106) 
argues (without referencing prospect theory),  “ states value what they 
possess more than what they covet ”  and  “ rational states do not seek relative 
gains so much as avoid relative losses. ”  These are the implicit assumptions 
underlying defensive realism, which we discussed in chapter  2 . Given the 
status quo bias, it is harder for confl ict spirals to get started, which provides 
greater security for states. 47  

 Standard rational economic models tell people to ignore the past, look 
forward rather than backward, and make decisions on the margin. This 
means that they should ignore past losses, or  sunk costs . Prospect theory 
makes different predictions. Given the tendency to adjust to gains far more 
rapidly than to losses, sunk costs frequently infl uence decision - makers ’  
calculations and state behavior. The losses from sunk costs persist, and they 
induce reference points above (superior to) the current status quo. Conse-
quently, there is a tendency toward risk - seeking behavior to recover losses 
rather than to attempts to  “ cut one ’ s losses. ”  As a result, political leaders 
often continue to pursue costly interventions and wars, even in strategically 
unimportant areas, rather than risk the state ’ s loss of power and prestige 
or their own loss of domestic support. This is one possible explanation for 
why states persist in costly interventions, as illustrated by the United States 
in Vietnam in the 1960s and 1970s and by the Soviet Union in Afghanistan 
in the 1980s (Taliaferro,  2004 ). 

 This discussion has important implications for our previous discussion 
of a psychological bias toward the status quo. This bias holds only if actors 
identify the status quo as their reference point. If an actor ’ s reference point 
is a situation preferred to the status quo, so that the status quo is defi ned 
as a loss, then there is a bias away from the status quo and toward the 
reference point. Actors will prefer to gamble rather than accept the certainty 
of remaining at an unsatisfactory status quo. This might help to explain 
Japanese behavior in 1941. While many describe Japan ’ s attack against the 
much stronger United States at Pearl Harbor as irrational, prospect theory 
offers a different explanation. Japan was clearly dissatisfi ed with the status 
quo and feared that the situation would only get worse. Faced with a certain 
loss, Japan preferred to gamble on war, in the hope of overturning an 
unsatisfactory status quo but recognizing that if the gamble failed the result-
ing situation would be even worse (Taliaferro,  2004 ). 
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 Prospect theory has important implications for the strategic interaction 
of two states as well as for the decisions of individual states. Since those 
who make gains readjust their reference points and adopt risky strategies 
to defend those gains, and since those who suffer losses do not adjust their 
reference points but instead take risky actions to recover their losses, after 
a change in the status quo both sides engage in more risk - seeking behavior 
than standard rationalist expected - utility theories predict. This increases the 
likelihood of a confl ict spiral and war. Israel is willing to take substantial 
risks to defend the territory it acquired in the 1967 war against possible 
losses, while Palestinians are willing to take substantial risks to recover the 
territory they lost. 

 Another prediction involves the consequences of coercive behavior under 
different circumstances. Schelling ( 1966 : chap. 2) argued that  deterrence  is 
easier than  compellence , in the sense that it is easier to deter someone from 
doing something than to compel them to undo something they have already 
done or stop what they are currently doing. Prospect theory offers a useful 
explanation and a modifi cation. The reason why deterrence is easier than 
compellence is that deterrence involves denying the adversary gains while 
compellence involves forcing the adversary to accept losses by undoing past 
actions or stopping current actions. As a result, the adversary will take 
greater risks to avoid losses that it will to make gains. 

 This is only true, however, if the adversary defi nes its reference point as 
the status quo. If the adversary defi nes its reference point as a position 
superior to the status quo (control of territory that it had lost, for example), 
however, and consequently regards the present status quo as unsatisfactory, 
then deterrence that requires inaction involves imposing losses on the adver-
sary rather than denying it gains. As a result, the adversary will be willing 
to take substantial risks to recover its losses, and deterrence is less likely to 
work. Thus Schelling ’ s original hypothesis needs to be modifi ed to incor-
porate the target ’ s reference point. Coercive behavior that would deny the 
adversary gains (from its reference point) is more likely to succeed than 
coercive behavior that would force it to accept losses. 

 Expected utility theory and prospect theory are each  compensatory  theories 
of decision - making. Actors usually have multiple goals, and they must make 
tradeoffs across these goals. Political leaders make tradeoffs between 
increasing their security and promoting their ideological values, and between 
foreign policy goals and domestic goals. Achieving more of one goal can 
compensate for achieving less of another goal, though sometimes it takes a 
lot more of one to compensate for the loss of the other. 48  Sometimes, 
however, a single goal is so important that an actor refuses to make trade-
offs between that goal and other goals. Psychologists refer to this as 
 non - compensatory  decision - making. The most prominent theory of foreign 
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policy decision - making based on non - compensatory decision - making is 
poliheuristic theory.   

  The Poliheuristic Theory of Decision - Making 

 Poliheuristic theory was developed by Mintz  (1993)  and Mintz and Geva 
 (1997) . 49  Consider a decision by the leader of country X to respond to a 
provocation by country Y. The leader of X has several policy alternatives 
or strategies to consider, including taking no action, responding with eco-
nomic sanctions, withdrawing diplomatic relations, or authorizing a range 
of military responses. Each of these alternatives has consequences along 
several dimensions  –  military, economic, domestic political, reputational, 
etc.  –  refl ecting the leader ’ s multiple values or goals. It is conceivable that 
if one dimension or value is important enough, the leader might not give 
serious consideration to any strategy that might result in an unsatisfactory 
outcome for that dimension. If, for example, a leader is in a politically 
tenuous position at home and expects that a do - nothing strategy would 
likely come with a high political cost, s/he might eliminate that alternative 
outright, without even exploring the military, economic, or reputational 
dimensions of that alternative. 

 This decision - rule is non - compensatory, in that no other dimension of 
the do - nothing strategy can compensate the leader for the domestic political 
cost of that strategic option. 50  In poliheuristic theory, after an actor elimi-
nates all strategies that might lead to unacceptable domestic costs, s/he 
adopts a rational, compensatory evaluation of the remaining strategic 
options. S/he then selects that alternative that yields the highest overall 
expected utility. This is a two - stage model. The fi rst involves a non - com-
pensatory elimination of unacceptable alternatives, and the second involves 
a rational expected utility calculation among remaining alternatives. 

 Mintz and his colleagues have utilized a computerized  “ decision - board ”  
methodology to conduct a number of laboratory experiments of poliheuristic 
theory. 51  One such study discovered that, in a hypothetical military crisis, 
subjects in the control group were generally disposed towards the use of 
military force. This disposition did not hold in the experimental group, 
however, once a political dimension was added to each alternative. In the 
latter group, subjects tended instead to choose sanctions (Christensen and 
Redd,  2004 ). Mintz and his colleagues have also used historical case studies 
to explore the theoretical utility of poliheuristic theory in explaining US 
behavior in the Iran Hostage Crisis (Brul é ,  2005 ), the Persian Gulf War of 
1990 – 91 (Mintz,  1993 ), and the US war against Serbia in 1999 (Redd,  2005 ). 

 Poliheuristic theory is an interesting addition to the set of alternative 
models of decision - making, one that has important implications for the 
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study of decisions involving war and peace. It presents an alternative to 
standard rational models of decision - making. The two - stage character of 
the model, which incorporates a non - compensatory decision - rule and an 
extreme form of loss aversion in the fi rst stage and a compensatory expected -
 utility decision - rule in the second stage, is quite intriguing. It is particularly 
well suited to types of situations in which a particular value or dimension 
cannot be compromised, whether it be the domestic political security of a 
political leader or the national security of the country.  

  Crisis Decision - Making 

 The impact of the processes of judgment and decision - making surveyed in 
the preceding sections may vary depending on the nature of the regime, the 
institutional structure of the state, and the nature of the decision unit. 52  It 
may also vary with the type of issue involved. International relations theo-
rists have devoted a considerable amount of time studying crisis decision -
 making, especially after the experience of the Cuban missile crisis in 1962. 
They have concluded that many aspects of decision - making in crises sys-
tematically differ from those in more routine decision contexts. Differences 
exist at the individual, organizational, and small - group levels of decision -
 making. The impact of crises on the organizational level generally parallels 
their impact on the individual level, and to avoid repetition we include both 
in this section. We leave our discussion of the small - group level of decision -
 making until after our survey of theories of organizational decision - making 
in chapter  6 . 53  

 We follow the scholarly consensus and defi ne crisis as a situation that is 
characterized by a severe threat to important values, a high probability of 
war, and a fi nite time for coping with the threat (Brecher,  1980 :1 – 6; Lebow, 
 1981 :7 – 12). 54  Most of the literature on crisis decision - making focuses on 
the characteristics of decision - making during crises and how they differ 
from non - crisis contexts, and we share that orientation. A central assump-
tion of most of the work on crisis decision - making is that there is a correla-
tion between process and outcome: a fl awed decision - making process 
increases the likelihood of lower - quality decisions. Good processes occa-
sionally lead to bad outcomes, and fl awed processes occasionally lead to 
good outcomes, but on average good processes are more likely to lead to 
good outcomes. 

 At the individual level, crises lead to an overload of information, an 
overload of tasks to be accomplished, and a restricted time frame for 
making decisions. Each of these characteristics increases stress. The most 
general fi nding from laboratory studies of the effects of stress is that most 
people perform a wide range of cognitive tasks at a suboptimal level under 
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conditions of high stress. Some stress provides useful motivation, however, 
and the evidence shows that performance is most effi cient at moderate levels 
of stress and somewhat poorer at low levels of stress. 

 These patterns suggest that the relationship between performance and 
stress follows an inverted U - shaped curve. While some level of stress may 
be necessary for the recognition that there is a problem and for individuals 
to take the appropriate problem - solving measures, high levels of stress 
increase cognitive rigidity, reduce the ability to make subtle distinctions, 
reduce creativity, and increase the selective fi ltering of information. Stress 
leads to a reduction in the number of alternative options that people con-
sider. It also affects search, and results in the dominance of search activity 
by predispositions, prior images, and historical analogies rather than by a 
more balanced assessment of the evidence. In addition, high levels of stress 
reduce individuals ’  tolerance for ambiguity, reduce their sensitivity to 
others ’  perspectives, and increase tendencies toward scapegoating (Holsti 
and George,  1975 ; Janis and Mann,  1977 ; Holsti,  1989 ). Each of these 
effects detracts from a rational decision - making process. We should note 
that these are very general effects, which are characteristic of most humans. 
The nature of these effects might vary across individual personalities (Post, 
 1991 ), but the theoretical literature on crisis decision - making has given 
relatively little attention to the interaction of stress and personality. 

 Many of these individual - level patterns are refl ected at the organizational 
level, but additional considerations emerge as we shift levels of analysis. 
For one thing, the nature of the decision - making unit is generally different 
under conditions of crisis than for more routine decisions. In crises the locus 
of decision - making tends to move toward the top levels of the government 
and away from mid - level offi cials in various organizations. The size of the 
decision - making group is usually smaller than for more routine decisions. 
It sometimes involves ad hoc advisory groups (such as the Ex Com during 
the Cuban missile crisis) rather than standard organizational units. 55  A 
standard argument is that the short time for decision - making usually ele-
vates the weight given to the national interest, and in so doing diminishes 
the infl uence of parochial organizational interests, Congress or parliament, 
interest groups, and the public. 

 While these tendencies might point to greater organizational rationality 
for decisions in crises than at other times, 56  other characteristics of organi-
zational decision - making during crises point in the other direction. Crisis 
decision - making groups consider a reduced number of alternatives, increase 
their reliance on ideological preconceptions and organizational routines, 
engage in less creative problem solving, and discount the future while 
attending to short - term diplomatic and political objectives (Wilensky,  1967 ; 
Holsti and George,  1975 ; Holsti,  1989 ; Brecher,  1993 ). The ways in which 
these varied patterns might affect decisions for war and peace are too varied 
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to detail here, though certainly one path is through increasing the likelihood 
of misperceptions of the adversary ’ s intentions and capabilities. 

 We have now completed our survey of individual - level theories of decision -
 making. Although individual leaders are generally less constrained in their 
conduct of foreign policy than they are in domestic policy, they still must 
rely on the information and advice provided by governmental agencies with 
different interests and perspectives. In the next chapter we examine theories 
of decision - making in organizations and the implications of those theories 
for issues of war and peace.  

  Notes  

1.  Although our focus on interstate war leads us to frame this analysis in terms 
of state decision - makers, a similar framework can be applied to most non - state 
actors, as we noted in chapter  1 .  

2.   Diplomatic historians had always been more inclined than political scientists 
to examine  “ who said what to whom ”  and to focus on the internal processes 
of foreign policy (Iggers,  1994 ).  

3.   For good summaries and evaluations of the decision - making approach to 
the study of foreign policy, see Rosenau ( 1980 : chap. 12) and Hudson 
 (2002) .  

4.   These complications include the question of how individual preferences get 
aggregated in collective decision - making units.  

5.   Some distinguish between an instrumental or  “ thin ”  conception of rationality, 
which consists of selecting the most effi cient measures for achieving goals, and 
a  “ thick ”  conception of rationality, which includes both the maximization of 
given goals and the overall rationality of the goals themselves (Ferejohn, 
 1991 ). People generally have a hierarchy of goals, of course, and in the instru-
mental version, we can say that goals are non - rational if they impede the 
achievement of higher - level goals.  

6.   One of the fi rst attempts to systematize the stages of rational decision - making 
was Allison  (1971) . Other good treatments are Steinbrunner ( 1974 : chap. 1) 
and March ( 1994 : chap. 1).  

7.   An actor ’ s time horizons refer to how s/he values or discounts the future. It 
is often said, for example, that political leaders have short - term time horizons 
that extend only to the next election. Everyone understands that actors ’  time 
horizons are important, but very few theories of international relations and 
foreign policy formally incorporate that variable, in part because of the dif-
fi cultly of empirically measuring what those time horizons are. See Streich and 
Levy  (2007) .  

8.   Technically, the utility of a particular outcome is also a refl ection of the actor ’ s 
risk propensity, which refl ects the shape of an actor ’ s utility function (Morrow, 
 1994 : chap. 2).  
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9.   For a technical discussion of these requirements, see Morrow ( 1994 : chap. 2), 
and for an application to the study of war, see Bueno de Mesquita ( 1981 : 
chap. 2).  

10.   Snyder  (1991)  includes the use of symbolic myths to make emotional appeals 
to the public. This is a non - rational psychological factor.  

11.   We focus on the impact of individual - level psychological variables on elite 
behavior, because it is political elites that make decisions for war and peace. 
Psychological variables also infl uence mass behavior  –  including public 
opinion, nationalism, the formation of group identity, the construction of 
images of the enemy, social mobilization for war, etc. These variables are 
important, but they only infl uence decisions for war indirectly, through top 
decision - makers ’  incorporation of domestic factors into their calculations.  

12.   A counterfactual hypothesis takes the form  “ if  x  had not been present, the 
outcome would have been  z  rather than  y . ”  Here  y  is the actual outcome 
(World War II, in our example), and  z  is the hypothesized outcome (the likely 
avoidance of war) in the counterfactual world defi ned by the absence of  x  
(Hitler as German chancellor). Counterfactual arguments, which can be stated 
in deterministic or probabilistic terms, raise diffi cult methodological issues. 
On criteria for evaluating the validity of counterfactual statements, see Tetlock 
and Belkin  (1996)  and Levy  (2008c) .  

13.   For a review of the literature in political psychology, see M. Hermann  (1986) , 
Monroe  (2002) , and Sears, Jervis, and Huddy  (2003) .  

14.   For a particularly infl uential psychoanalytic study of foreign policy, see George 
and George  (1956) . See also Steinberg  (1996) .  

15.   For an earlier survey of the role of personality in foreign policy decision -
 making, see Winter  (1992) . For different approaches to the assessment of 
political leaders, see Post  (2003) .  

16.   Social psychologists recognize that cultural differences generate signifi cant 
differences in belief systems, worldviews, and emotional reactions. They gener-
ally assume, however, that the most basic processes of judgment and decision -
 making are universal, including the fundamental attribution error, decisional 
heuristics, loss aversion, and other patterns described below. Some recent 
research challenges this assumption (Nisbett,  2003 ).  

17.   See Stoessinger  (2001)  for a strong but not particularly rigorous statement of 
this view.  

18.   It is commonly argued, for example, that the United States never would have 
crossed the 38th parallel in Korea had American leaders anticipated Chinese 
military intervention and a war with China that left nearly a million people 
dead (George and Smoke,  1974 : chap. 7; Singer and Small,  1972 ). Scholars 
have made similar arguments about the United States in the Vietnam War and 
the 2003 Iraq War, given the enormous costs of those wars and debatable 
benefi ts from them.  

19.   The bargaining model of war shifts the focus from misperception to  “ private 
information. ”  The basic argument is similar, however, because private infor-
mation often leads to misperceptions of the capabilities, interests, and likely 
intentions of others. Recall, however, that private information is a necessary 
condition only in one rationalist path to war. Rational actors can go to war 
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under conditions of complete information if there are expectations of shifting 
power that lead to commitment problems, or if there are indivisible issues.  

20.   In a response to the conventional wisdom that British leaders erroneously 
expected that a strategy of appeasement would satisfy Hitler and avoid war, 
Ripsman and Levy  (2008)  argue that the primary reason Britain did not initiate 
or provoke a preventive war against Germany in the mid - 1930s was that 
Britain overestimated German military strength and concluded that it was 
already too late to confront Germany.  

21.   If, for example, Israeli leaders had recognized that Egypt and Syria were pre-
paring for war in 1973, they probably could have deterred the surprise attack 
by mobilizing for war and/or gaining US diplomatic support beforehand. On 
the sources of the Israeli intelligence failure, see Stein  (1985)  and Bar - Joseph 
 (2005) .  

22.   Hitler was so confi dent of a quick victory over the Soviet Union that he did 
not even issue winter uniforms prior to the German invasion of Russia in 1941 
(Weinberg,  1994 ). US political leaders anticipated a quick victory over the 
Iraqi army in 2003 and failed to anticipate the rise of an insurgency (Ricks, 
 2006 ), and it is reasonable to argue that accurate expectations would have 
led either to the absence of an American invasion or a much larger military 
operation.  

23.   For the alternative argument that German leaders hoped that Britain would 
stay out of the war but did not expect them to stand aside, see Trachtenberg 
 (1990/91)  and Copeland  (2000) .  

24.   Another possibility is that another factor is present in the war case but not in 
the non - war case, and that misperceptions contribute to war only through 
their interaction effects with that other variable.  

25.   For approaches to the study of risk, see Yates  (1992) . For a socio - cognitive 
approach, see Vertzberger  (1998) .  

26.   See Walker  (2003)  for a review of operational code studies.  
27.   This section builds on Levy ( 2003b : 261 – 9).  
28.   It is often not easy to distinguish between motivated and unmotivated biases 

on the basis of observable behavior or distortions in judgment, because these 
biases generate many similar behavioral patterns. Even the conceptual distinc-
tion between the two is beginning to break down. Whereas scholars had long 
believed that emotions detracted from rational decision - making, there is 
growing evidence, reinforced by new research in neuroscience, suggesting that 
rational cognition actually depends on emotional factors. One cannot engage 
in the elements of a rational decision - making calculus without some kind of 
emotional involvement. See Damasio  (1994) , Barkow, Cosmides, and Tooby 
 (1992) , Kahneman  (2003) , McDermott  (2004) , and Rosen  (2005) . In this 
section, however, we focus only on cognitive and motivated bias that detract 
from rational decision - making.  

29.   The  “ lack of imagination ”  hypothesis is diffi cult to evaluate. The World Trade 
Center had been attacked before (1993), though by different means. Moreo-
ver, American intelligence was well aware of the fact that many Muslims had 
been taking fl ight - training lessons on big jets. The larger problem was the 
integration and coordination of intelligence. In addition, as Wirtz ( 2006 :63) 
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argues, what some see as a lack of imagination might sometimes be better 
interpreted as an unwillingness to respond, especially in peacetime, to threats 
that are imaginable but unlikely to materialize with policies that are costly.  

30.   Note that the dispositional/situational dichotomy parallels our levels of analy-
sis: dispositional is an individual or unit - level characteristic, while situational 
refers to external environmental factors.  

31.   An adversary ’ s build - up of military strength is often still a threat even if it is 
imposed on leaders who prefer more conciliatory policies. But response to the 
build - up might depend in part on interpretations of the intent behind the 
increased capabilities.  

32.   For an accessible discussion of Bayesian updating, see Anderson and Holt 
 (1996) .  

33.   Since politically relevant analogies often carry strong emotional impact, the 
availability heuristic is not purely cognitive in nature.  

34.   Khong ( 1992 :31 – 2) argues that  “ virtually all of the analysts of the Vietnam 
War agree that the decision - makers of the 1960s were ill - served by their his-
torical analogies. ”   

35.   Similarly, Saddam ’ s belief that the United States would not intervene to drive 
Iraq out of Kuwait in 1990 – 91 was based in part on the lessons he drew from 
the American experience in Vietnam  –  that the fear of high casualties would 
deter the US from going to war (Freedman and Karsh,  1993 ).  

36.   It is sometimes said that people learn more from failure than from success 
(J. Stein,  1994 :173). This may be true, but it may also refl ect a bias towards 
emphasizing lessons that lead to policy change and hence are more observable 
and salient than lessons of success that reinforce existing policy. On the need 
to separate learning from policy change, see Levy  (1994) .  

37.   One thing this generational view overlooks is the fact that substantial 
differences arise within generations, as illustrated by the different worldviews 
of President Clinton and the second President Bush, who were of the same 
generation. We suspect that ideology plays a greater role than generational 
effects.  

38.   We return to bureaucratic/organizational factors in the next chapter. For a 
study of the effectiveness of coercive bombing see Pape  (1996) .  

39.   Recent evidence suggests that one notable exception to this belief in the  “ short -
 war illusion ”  was German Chief of Staff Moltke (F ö rster,  1999 ).  

40.   For alternative views of the Schlieffen Plan and why the German war plan 
failed, see Ritter  (1958)  and Zuber  (1999) .  

41.   The third - party criterion can be misleading if the different observers have 
access to different information, because differences in assessments might be 
based on informational asymmetries rather than motivated biases.  

42.   Economists, on the other hand, spend an enormous amount of time studying 
responses to risk. People ’ s responses to situations involving rare events are 
particularly interesting (Taleb,  2007 ). US Vice - President Dick Cheney, who 
talked about the danger of a  “ low - probability but high impact ”  event, was 
unwilling to take even a small chance that Iraq might have weapons of mass 
destruction. He feared both the acquisition of nuclear weapons by Iraq and a 
transfer of nuclear weapons to al Qaeda or another terrorist group. He said 
that  “ Even if there ’ s just a 1 percent chance of the unimaginable coming due, 
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act as if it is a certainty. ”  This became known as the  “ one percent doctrine ”  
(Suskind,  2006 ).  

43.   This section builds on Levy  (2000) .  
44.   Most people, for example, get more upset when they fail to sell a stock that 

then goes down than when they fail to buy a stock that then goes up. The 
former involves real losses, while the latter involves forgone gains. Or, as the 
tennis player Jimmy Connors said,  “ I hate to lose more than I like to win. ”   

45.   For further discussion of these and other hypotheses, see Farnham  (1994) , 
McDermott  (1998) , Davis  (2000) , Levy  (2000) , and Taliaferro  (2004) . For a 
critique of operationalizations of risk propensity in the study of international 
relations, see O ’ Neill  (2001) .  

46.   D. Ross ( 1984 :247), for example, argues that Soviet leaders were willing to 
engage in the  “ use of decisive and perhaps risky action far more readily for 
 defending  as opposed to  extending  Soviet gains. ”   

47.   For an explicit attempt to link prospect theory and defensive realism, see 
Taliaferro  (2004) .  

48.   The precise tradeoffs are refl ected by  “ indifference curves ”  used by 
economists.  

49.   For recent summaries, see Mintz  (2004a)  and Brul é   (2008) .  
50.   The non - compensatory decision - rule might be seen as an extreme version of 

the prospect - theoretic concept of loss aversion, in the sense that losses along 
one dimension are regarded as infi nitely harmful. The poliheuristic decision -
 rule is related to Tversky ’ s  (1972)   “ elimination by aspects ”  decision rule. See 
also Goertz  (2004) .  

51.   See Mintz  (2004b)  for more on the use of decision boards. For more on the 
decision board approach, see Mintz ’ s  “ Decision Board 4.0: Computerized 
Decision Process Tracing, ”  which is available at  www.decisionboard.org/
academic/zzzabout1.asp . For a similar decision - board methodology applied to 
the study of voting, see Lau and Redlawsk  (2006) .  

52.   On the importance of decision units (individual leader, group, and coalition), 
see M. Hermann  (2001) .  

53.   The reader should note, however, that some theories of small - group decision -
 making have some important implications for crisis decision - making. Group-
think (Janis,  1982 ), for example, applies primarily to situations involving 
consequential decisions and high stress, which are conditions of crisis.  

54.   Holsti ( 1989 :12) excludes the high - probability - of - war criterion so as to make 
the concept more general and applicable to non - security issues. Some add the 
criterion that a crisis must involve surprise (C. Hermann,  1969 :414). We 
prefer to leave surprise out of the defi nition. Actions can generate threats to 
basic values and a high probability of war even if they are anticipated. Egypt ’ s 
closing of the Straits of Tiran in May 1967 was not a surprise to Israeli 
decision - makers, but it precipitated a major crisis that led to the 1967 war.  

55.   At the peak of the Cuban missile crisis, President Kennedy even bypassed the 
Ex Com and used Robert Kennedy on back - channel negotiations with the 
Soviet Ambassador.  

56.   Verba ( 1961 :158 – 60), for example, concludes that,  “ the model of means – ends 
rationality will be more closely approximated in an emergency when the time 
for careful deliberation is limited. ”          



 Decision - Making: 
The Organizational Level     

6

     Historians have long talked about the role of  “ court politics ”  or  “ cabinet 
politics ”  in infl uencing the policies of kings and other rulers. Political sci-
entists have for many years studied organizational behavior within the 
executive branch of the government (Simon,  1949 ; March and Simon, 
 1958 ), but they focused on the role of governmental politics in domestic 
policy, not in foreign policy. The underlying assumption was that foreign 
policy was  “ beyond the water ’ s edge, ”  and that on issues as important as 
foreign policy, where the national interest was at stake, governmental 
politics was put aside in favor of national interest calculations. Allison ’ s 
 Essence of Decision  ( 1971 , revised by Allison and Zelikow  1999 ) was 
the fi rst systematic challenge to this assumption. It initiated a wave of 
research on bureaucratic/organizational infl uences on foreign policy deci-
sion - making (Halperin and Kanter,  1973 ; Halperin,  1974 ; Steinbrunner, 
 1974 : chaps. 3 – 4).  

  The Bureaucratic Politics and Organizational 
Process Models 

 Allison  (1971)  drew on the organizational theory literature and developed 
two different but overlapping models of foreign policy that focused on 
the executive branch of the government. He called one the  “ organiza-
tional process ”  model (or  “ model II ” ), and he called the other the  “ gov-
ernmental politics ”  model (or  “ model III ” ), which is also called the 
 “ bureaucratic politics ”  model. Allison contrasted these two models with 
 “ model I, ”  which he described as  “ the Rational Model ”  but which is 
more accurately described as a rational unitary model of foreign policy 
( “ model I ” ). 1  Allison described the theoretical logic of each of these 
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models and then applied all three models to the Cuban missile crisis. 2  In 
principle, however, the models are more general and apply to any state, 
or at least any state with a substantial bureaucracy. 3  We begin with model 
III, the governmental politics model, and then turn to the organizational 
process model. 

  The  g overnmental  p olitics  m odel 

 Allison ’ s  (1971)  governmental politics model focuses on politics within the 
executive branch of the government, where decisions are ultimately made. 
This model rejects model I ’ s assumption that the state acts as a single unit 
with a well - defi ned set of foreign policy goals and a consensus on the best 
strategies for attaining those goals. Instead, the model zeros in on the inner 
circle of decision - makers, and assumes that if we want to understand the 
foreign policies made by states we need to understand who those decision -
 makers are, how much power they have, and how they defi ne their interests. 
It recognizes that the president (or the prime minister in a parliamentary 
system) is the single most powerful decision - maker, but it emphasizes that 
the president ’ s power is limited by the power of other actors who occupy 
the top positions in the primary governmental organizations involved in the 
making of foreign policy. 4  

 In the United States, these actors include the secretaries of defense and 
state, the national security advisor, the chair and members of the Joint 
Chiefs of Staff, the head of the CIA, and usually the secretary of the treasury 
and a few others selected by the president. Each of these actors has two 
general tasks. One is to advise the president (or prime minister) as to the 
policies that will best serve the interests of the country as a whole. The 
other is to serve as manager of his/her organization and to act as advocate 
for the interests of the organization. Occasionally a key actor will be 
 “ minister without portfolio, ”  without the responsibilities of representing 
a particular organization. For example, during the Cuban missile crisis 
President John Kennedy asked former Secretary of State Dean Acheson, 
who was widely respected for his expertise and judgment, to serve on the 
Ex Com during the Cuban missile crisis. Robert Kennedy, the Attorney 
General and the president ’ s brother, also served on the Ex Com at the 
president ’ s request, and was perhaps its most infl uential member because 
of his unique access to the president. 

 The bureaucratic politics model posits that the policy preferences and 
recommendations of each of these key actors may differ because each actor 
may have different perceptions of the national interest and because each 
represents a different organization within the government, each with its 
own set of interests. Different organizations within the government have 
different tasks, and in order to effectively deal with all of the problems it 



164 Decision-Making: The Organizational Level 

is asked to solve each organization (and sub - organization within it) gener-
ally wants to maximize the resources available to it. 

 The greater an organization ’ s budget and staff, the greater is its ability 
to solve problems and fulfi ll its missions. In addition, most organizations 
want to maximize their political infl uence, prestige, and autonomy, either 
as ends in themselves or as means to increase their power and resources in 
the future. Some of these key actors may have domestic political interests, 
or be sensitive to the president ’ s domestic political interests. They may also 
have personal interests, including career interests, their historical legacy, 
and business or individual fi nancial interests. Thus the policy recommenda-
tions made to the president can refl ect some combination of perception of 
the national interest, organizational interest, and occasionally domestic 
political or personal interests. 

 While each of these interests may infl uence an actor ’ s policy preferences, 
a key proposition of the bureaucratic politics model is that organizational 
interests usually dominate. This is captured by the idea that  “ where you 
stand is where you sit ”  (Allison and Zelikow,  1999 ). The best predictor of 
an actor ’ s policy preferences and thus of his/her recommendations to the 
president is the actor ’ s organizational role and the organizational interests 
that s/he represents. One common prediction, for example, is that the 
defense department will push for new weapons systems and for increases 
in the defense budget because larger defense budgets benefi t the defense 
department and its ability to accomplish its missions. It is also frequently 
argued that the Department of Defense tends to be more hawkish in its 
policy recommendations than are other organizations. This is often but not 
always the case. Of all of President Kennedy ’ s advisors during the Cuban 
missile crisis, one of those most opposed to a military option and most 
supportive of a diplomatic solution was Secretary of Defense McNamara. 

 The hypothesized dominance of organizational interests in most actors ’  
preference structures refl ects either the deliberate priority individuals give 
to organizational interests over the national interest, or to the fact that after 
serving in an organization for many years the actor comes to believe that 
what is best for the organization is best for the country. If someone has 
spent most of his/her career in the navy, and becomes socialized in the 
worldview and culture of the navy (and perhaps of a particular branch of 
the navy), it is not surprising that s/he might come to believe that the best 
interests of the country are served by having a strong navy. When an 
organization advocates a budgetary level or policy that serves its narrow 
organizational interests but perhaps not the national interest, it is sometimes 
diffi cult to tell whether that action is based on narrow self - interest or on 
the genuine belief that it is acting in the best interests of the country. In 
either case, organizational interests have an impact on policy preferences, 
either directly or indirectly through shaping the mindsets of organizational 
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actors. The fi rst path is rationalist, while the second path involves a non -
 rationalist mechanism. 

 Key bureaucratic actors vary in their political power and infl uence as 
well as their policy preferences. The infl uence of each actor depends on his/
her formal position in the government; control over resources, information, 
and policy implementation; expertise or reputation; access to the president 
(or prime minister); ability to mobilize external support; and political skill. 
Many of these factors are interrelated. An actor ’ s formal position is by far 
the primary determinant of the resources at his/her disposal, control over 
information, and role in policy implementation. The enormous budget of 
the Pentagon, along with its control over vital information about the poten-
tial costs, benefi ts, and risks inherent in the potential use of force, give it 
disproportionate infl uence on military issues. Its ties with key committees 
of the Congress, with the defense industry, and with veterans ’  groups 
further increase its power in the decision - making process by giving it power 
to mobilize political support from outside the inner circle of decision -
 making. The State Department, on the other hand, has no political constitu-
ency, a smaller budget, and generally less infl uence (Allison and Zelikow, 
 1999 ; Halperin,  1974 ). 

 The bureaucratic politics model posits a number of different actors, each 
with different policy preferences and positions of unequal power within the 
government. The model predicts that foreign policy is the outcome of an 
internal political process of confl ict, bargaining, and consensus building 
among these different actors. In this model, foreign policy choices are best 
conceived not as an attempt by a state to maximize its interests given external 
threats and opportunities, as in model I, but instead as a process of reaching 
a  political  resolution to a problem of internal confl ict among different actors 
representing different organizations and advocating different policies. 

 One useful example of this kind of bargaining, compromise, and con-
sensus - building is provided by Halperin  (1974) . In the 1960s, the United 
States debated whether or not to construct an anti - ballistic missile system 
to destroy incoming strategic missiles. 5  Two camps formed. One camp 
advocated a  “ heavy ”  missile system (defi ned by a large number of inter-
ceptor missiles) to protect the US strategic retaliatory force (rather than US 
cities) against a Soviet attack. The other camp advocated no missile defense. 
The result was a  “ light ”  missile defense to protect US cities against a 
Chinese attack. None of the components of the preferred positions of either 
of the camps entered into the fi nal policy. It is a perfect illustration of a 
bureaucratic compromise driven by internal politics rather than by a primary 
concern for the national security interests of the country as a whole. Neither 
side got what it wanted, but each avoided what it regarded as the worst 
outcome. The result was a bureaucratic compromise resulting from battles 
over policy and  “ turf ”  among different organizations. 
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 Note that in the bureaucratic politics model each actor attempts to 
maximize his/her interests as s/he defi nes them, usually based primarily on 
organizational interests. Thus the bureaucratic politics model (at least in 
most interpretations) assumes rational actors (Bendor and Hammond, 
 1992 ). Since the actors whose interests are being maximized are individuals 
(and the organizations they represent) rather than states, and since those 
interests differ, the model is a non - unitary rational actor model.  

  The  o rganizational  p rocess  m odel 

 Allison and Zelikow  (1999)  constructed an organizational process model 
(also described as the  “ organizational behavior model ”  or model II) as a 
second alternative to model I. The organizational process model also focuses 
on key foreign policy agencies, but less on the overtly political dimensions 
of organizational behavior (on fi ghts over  “ turf, ”  for example) than on 
standardized rules and procedures within organizations. Instead of empha-
sizing the interests of each organization and the attempts of those organiza-
tions to select those policies that maximize their interests, the organizational 
process model focuses on the  standard operating procedures  (or SOPs) that 
are common to all organizations. 

 The model posits that the decisions of organizations refl ect the imple-
mentation of the organization ’ s procedures or routines. Organizations do 
not analyze a particular decision problem in its entirety, consider the context 
in all of its details, and then make a calculated decision as to what policy 
is best. Rather, the organization views the situation, selects which of its 
pre - existing routines best fi ts the situation, and then implements the routine. 
Instead of looking forward and calculating which strategy would lead to 
the optimal outcome under the circumstances, as a truly rationalist model 
would predict, model II looks backwards to those routines that the organi-
zation set up to automatically implement certain types of policies that 
provide the best fi t to the problem at hand. One common consequence of 
routine - driven behavior is  incrementalism , which contributes to the conti-
nuity of policy. The best predictor of how an organization behaves at time 
 t  is how they behaved at time  t     −    1. 

 Military routines are a good example. It is often argued, for example, 
that one reason for the failure of the American army to win in Vietnam is 
that it implemented the strategies and operational methods of conventional 
war that had worked so effectively in the European theater during World 
War II but that were ill - suited to a counterinsurgency war in the jungles of 
Vietnam (Krepinevich,  1986 ). This routine - driven organizational behavior 
is reinforced by the role of vested interests within the military and its subu-
nits, because there are always some sub - organizations that benefi t (in terms 
of budgets, manpower, autonomy, and prestige) by the continuation of 



Decision-Making: The Organizational Level  167

earlier policies, even if those policies now appear to be outdated. It is the 
advocates of the successful policies in one war who tend to be promoted, 
and who then use their infl uence to establish the routines for the next war. 
We give more examples of the impact of military routines on war later in 
this chapter. 

 Organizational theorists also emphasize that bureaucratic organizations 
tend to follow a distinctive type of decision rule. Recall that a rational 
model of decision - making predicts that actors defi ne their goals, consider 
a wide range of options, estimate the consequences of each of those options, 
and select the option that generates the highest expected utility and is thus 
most likely to achieve their goals. Organizations tend to follow a different 
decision rule. They engage in  satisfi cing  (Simon,  1949 ). Instead of consider-
ing all options, they consider options sequentially until they fi nd one that 
is good enough, that meets some pre - determined target level. They do not 
engage in an extensive information search on all feasible options. Instead 
of attempting to fi nd the best solution under the circumstances, they are 
content to settle on an adequate solution. 6  

 Another key concept in organizational theory is one of  factored problems  
(Cyert and March,  1963 ). This is the idea that a given problem is often not 
dealt with as a whole, but parceled out to different organizations and sub -
 organizations with the authority and expertise to deal with its own particu-
lar aspect of the problem. The Department of Defense deals with the 
military dimensions of an issue, the State Department with diplomatic 
dimensions, the Treasury with economic dimensions, and so on. This ten-
dency toward factored problems is enhanced by each organization ’ s interest 
in maximizing its own autonomy. An important consequence of factored 
problems is the lack of coordination between agencies and a lack of policy 
integration. Often the left hand does not know what the right hand is doing, 
and the actions of one organization can run contrary to the actions of 
another organization, with too little direction and control from the top. 

 One can fi nd plenty of examples of factored problems and the absence 
of policy coordination. In her infl uential interpretation of the sources of the 
US intelligence failure at Pearl Harbor, Wohlstetter  (1962)  argues that 
the US had plenty of information about a likely Japanese attack but that 
the information was spread over different organizations (the departments 
of the Army and the Navy). Those organizations chose not to share their 
information because of interservice rivalry, competition for control over 
intelligence, and the absence of institutionalized routines for the coordina-
tion of intelligence. Similarly, in the months leading up to the September 
11, 2001, attacks against the United States, different intelligence agencies 
had different pieces of information, but they did not share the different 
pieces of the puzzle because of organizational jealousies (Zegart,  2009 ). A 
request by the FBI for a warrant to examine the computer of a suspected 



168 Decision-Making: The Organizational Level 

fi gure, who turned out to be a leading planner in the attack, was rejected 
by other agencies. Another example is the fact that the emergency response 
to the 9/11 attack was impeded by the lack of communications between the 
New York police and fi re departments, in part because their radios were 
not compatible. 

 Although Allison and Zelikow  (1999)  distinguished between models II 
and III, other scholars combine the two (Halperin,  1974 ) and integrate both 
the competition and bargaining for resources and infl uence among actors 
and the infl uence of standardized rules and procedures. Most applications 
of these models to foreign policy decision - making on security issues incor-
porate elements from both models (Rhodes,  1989 ; Maoz,  1990 ; Zisk,  1993 ; 
Sinno,  2008 ). We follow that practice in our consideration of applications 
of bureaucratic/organizational models to issues of war and peace.   

  The Causal Links to War 

 The bureaucratic politics and organizational process models are theories of 
decision - making, not theories of the causes of war. Scholars have applied 
these models to security policy  –  including defense spending, military pro-
curement, the military – industrial complex, and the conduct of war  –  but 
there have been relatively few systematic applications to the causes of war. 
While these models are not conducive to generating sweeping generaliza-
tions, they do highlight some causal paths involving bureaucratic politics 
and organizational processes that might contribute to war under certain 
conditions. Anyone who is familiar with these models of decision - making 
and who reads a historian ’ s narrative of the causes of a particular war 
would undoubtedly notice some of these factors at work. 

 Our aim here is to identify some general causal paths through which 
bureaucratic politics and organizational processes contribute to the out-
break of war (or to the preservation of peace) and to illustrate each with 
historical examples. One involves the impact of parochial organizational 
interests on the formulation of state preferences and strategies. Another 
involves the organizationally induced distortion of information fl owing up 
to top - level decision - makers, including the politicization of intelligence. A 
third involves the impact of rigidities in organizational behavior on strategy 
selection. In the following illustrations we combine elements from both the 
organizational process and bureaucratic politics models. 

  Impact of  o rganizational  i nterests on  s tate  s trategies 

 There are a number of paths through which bureaucratic/organizational 
interests might contribute to the outbreak of war. One line of argument is 
that military organizations want war and use their infl uence to promote 
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war because they believe that war serves the organizational interests of the 
military. We saw a form of this argument in our earlier discussion of 
Schumpeter ’ s  ([1919]1951)  argument about military elites. Schumpeter 
argued that in earlier eras, when empires and then states faced many exter-
nal predators, military elites had a powerful argument in support of their 
quest for positions of political power in society. Once in power, those mili-
tary elites solidifi ed their positions and continued to use war and the threat 
of war to justify their policies and maintain their dominant positions, even 
after earlier external security threats had diminished. 

 Although few scholars would argue that most contemporary states, 
especially advanced industrial states, are controlled by military elites, the 
question of the power and infl uence of military organizations on foreign 
and security policy for different kinds of states under various conditions is 
an important one. It is central to the bureaucratic politics approaches to 
war and peace. One can certainly identify some cases in which a military 
organization believed that its interests (or perhaps those of the state itself) 
would be served by war and gained a position of political power that 
allowed it to implement its policy preferences. One is Japan in the 1930s. 
Japanese military operations in China, combined with the military ’ s manip-
ulation of domestic politics through heavy - handed means, gave the military 
control over the Japanese state and played a signifi cant role in the processes 
leading to the Pacifi c War with the United States (Ienaga,  1978 ). 

 Some make a similar argument about German foreign policy in the 
period leading up to World War I. They suggest that a powerful group of 
military and naval offi cers, led by the General Staff (and its chief of staff 
von Moltke), had gained a position of dominance over civilian authorities 
in the conduct of foreign policy. Some suggest that the infl uence of the 
military was further reinforced by a  “ social militarism ”  that  “ permeated 
the whole of society with its ways of thinking, patterns of behavior, and its 
values and notions of honor ”  (Wehler,  1985 :156). The argument is that 
Germany pushed for war in 1914 because of the policy preferences and 
power of the German military, which had essentially hijacked the German 
state (Fay,  1928 :38 – 44; Craig,  1955 ; Ritter,  1970 ; Van Evera,  1990 ). 

 This historical interpretation is controversial. In his highly infl uential 
interpretation of German behavior in 1914, Fischer  (1967)  argues that civil-
ian political leaders led by Chancellor Bethmann - Hollweg were fi rmly in 
control until the very end of the July crisis, and that they differed little from 
the military in terms of their policy preferences. The German military may 
have been more sensitive than were civilians to the rise of Russian power and 
the risks of a two - front war in Europe (given the Franco – Russian alliance 
against Germany), but this is more an argument about different conceptions 
of the national interest than about the parochial interests of the military. 

 While one can fi nd instances of militaries with preferences for war and 
the power to dominate the decision - making process and implement their 
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preferences, this is almost certainly incorrect as a general statement about 
the causes of war in modern international history. It was Hitler and Nazi 
ideology that pushed for war in the 1930s, not the German military, which 
was far more cautious and which actually opposed Hitler at some key 
junctures on the road to war in the 1930s (H. Deutsch,  1974 ; Weinberg, 
 1994 ). Watt  (1975)  describes the  “ reluctant warriors ”  in all of the 
European capitals in the late 1930s. After World War II, it is diffi cult to 
fi nd any trace of an eagerness for war among military organizations in the 
industrial states of Europe. 

 With respect to the United States, one of the few systematic studies of 
the attitudes of the American military regarding war and peace after World 
War II found that professional military offi cers have not been signifi cantly 
more warlike or hawkish than their civilian counterparts. Once war is 
underway, however, military organizations have been more hawkish on 
decisions regarding the escalation of war, to fi nish the job they have started 
and to preserve the reputation of the military once its forces are engaged 
(Betts,  1977 ). 7  One implication of this is that the factors shaping the ter-
mination of war are not necessarily identical to the factors shaping the 
outbreak of war, contrary to Blainey  (1988)  and to some proponents of 
the bargaining model of war. New actors and new vested interests at both 
the bureaucratic and domestic levels come into play (Ikl é ,  1971 ). 

 Indeed, in most of America ’ s recent wars, from the Korean War to the 
Vietnam War to the two wars against Iraq, American civilians took the lead 
in advocating policies that involved the use of force. In some cases these 
actions went against the preferences of key military leaders. Military experi-
ence and fi rst - hand experience with the horrors of war often leads military 
leaders to be more cautious than civilian leaders, who lack comparable 
experience. Within the military, it is sometimes the  “ old Turks ”  who are 
more cautious than the eager younger offi cer corps. This pattern is often 
reinforced by the fact that younger leaders have career incentives to partici-
pate in combat, because distinction on the battlefi eld is a prime path to 
promotion. 

 Consider a few historical cases. In the Vietnam War it was the  “ best and 
the brightest ”  (Halberstam,  1969 ) of civilian defense intellectuals who were 
more enthusiastic than the military about the potential benefi ts of a dra-
matic American intervention in the war. In the Cuban missile crisis, although 
the Joint Chiefs of Staff were relatively eager to resort to a military strategy 
to eliminate the Soviet missiles in Cuba, Secretary of Defense McNamara 
(along with Robert Kennedy) played a leading role in shifting the majority 
opinion away from a potentially risky air strike toward a more cautious 
strategy of military blockade. In the 1990 – 91 Persian Gulf crisis, the Chair-
man of the Joint Chiefs of Staff, Colin Powell, argued for a continuation 
of economic sanctions against Iraq, at least for a time, rather than for war 
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in January 1991 (Freedman and Karsh,  1993 ). As Secretary of State in 
George W. Bush ’ s administration, Powell was quite skeptical of the wisdom 
of invading Iraq (Woodward,  2004 ; DeYoung,  2006 :194). 

 Whether or not the military advocates more hardline strategies than do 
civilians, and in what kinds of situations and under what conditions, is an 
empirical question to be investigated through careful historical research 
rather than something to be assumed. It is surprising that scholars have 
devoted relatively little time to this important issue, and that applications 
of bureaucratic politics frameworks so often simply assume that military 
organizations have more hawkish policy preferences than do other govern-
mental actors. Scholars need to make more nuanced assessments of the 
policy preferences of different organizations. 

 In addition to the direct link between military interests and decisions for 
war, military organizations can contribute to war through a less direct path. 
Military organizations do not necessarily want war, but like most organiza-
tions they generally want bigger budgets, increased manpower, and more 
autonomy. Moreover, by virtue of their worldviews and their training, 
military elites are often inclined to believe that the national interest is well 
served by military strength and hardline foreign policies. Some militaries 
(Germany before World War I, for example) rationalize their claims for 
resources by promulgating myths about permanent threats, intractable 
enemies, a glorious military past, and military honor (Van Evera,  1990 ; 
Snyder,  1991 ). They use their power to advance these policy preferences. 

 Larger military budgets often lead adversary states to increase their own 
military spending, which increases tensions, sometimes triggering arms 
races and confl ict spirals, and sometimes leading to war. Military organiza-
tions also push for more technologically advanced weapons systems, which 
require their adversaries to do the same. This can also lead to confl ict spirals 
and possibly war, and often more destructive wars because of the more 
advanced weapons. 8  Thus military organizations may not advocate war, 
but they often advocate policies that contribute to the processes that gener-
ate confl ict spirals that can lead to war. 

 Another line of argument is that military organizations tend to prefer 
offensive doctrines and that offensive doctrines increase the likelihood of 
war (Posen,  1984 :47 – 51; Snyder,  1984 : chap.1; Van Evera,  1999 ). One 
reason why military organizations might prefer offensive doctrines is that 
the implementation of offensive doctrines and war plans requires larger 
numbers of troops and weapons systems, greater logistical support, and 
often more sophisticated military technology than do more static defensive 
strategies. This means larger budgets and manpower, and hence more infl u-
ence for the military. A second argument is that offensive doctrines and war 
plans also contribute to one ’ s ability to seize the initiative, structure the 
battle, and thus fi ght the war on one ’ s own terms. This serves the key 
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organizational goal of uncertainty avoidance, and it also enhances military 
autonomy and morale. 9  

 Once in place, and whether driven by the internal interests of organiza-
tions or external national security needs, offensive doctrines and war plans 
contribute to the outbreak of war by increasing the incentives to strike fi rst; 
fueling arms races, tensions, and confl ict spirals; and encouraging aggressive 
policies. 10  They also increase the destructiveness of war (Posen,  1984 :18 –
 24; Van Evera,  1999 ). Historians have long argued that the offensive nature 
of military plans prior to World War I helped make that war more likely 
(Albertini,  [1941]1957 ; Tuchman,  1962 ). 11  In fact, World War I turned out 
to be a long struggle defi ned by trench warfare and slow movement. 

 This leads to the puzzle of why military organizations did not anticipate 
this outcome, of the gap between the actual dominance of the defense and 
the widespread perception of the dominance of the offense in warfare (Levy, 
 1984 :233). One argument advanced by a number of international relations 
theorists is that offensive war plans, and the pre - World War I  “ cult of the 
offensive ”  more generally, were the result of the parochial interests of mili-
tary organizations and the nature of the military cultures of 1914. These 
offensive beliefs and doctrines were shared by the militaries of all the Con-
tinental great powers in 1914 and contributed signifi cantly to the processes 
leading to war by accelerating the perceived incentives to move quickly, 
which minimized the opportunities for diplomatic initiatives that might 
diffuse the confl ict (Posen,  1984 ; Snyder,  1984 ; Van Evera,  1999 ). 12  

 This discussion of the military should not give the impression that mili-
tary organizations are characterized by a homogeneity of interests and 
beliefs across their various subunits. Bureaucratic politics takes place within 
organizations as well as between them. There were some signifi cant splits 
within the German military before World War I. Moltke and the army had 
been pushing for a preventive war at least since 1912, but Admiral Tirpitz 
argued strongly against that strategy on the grounds that the German navy 
was not yet ready (Fischer,  1967 ). 

 We can also fi nd American examples of doctrines and strategies driven 
more by organizational interest than by a reasoned view of the national 
interest. Some have argued that one of the reasons the US Air Force recom-
mended bombing campaigns in the Vietnam War was not because it was 
convinced that it was an optimal response to the existing threat to US 
interests, but rather because the Air Force wanted to demonstrate that there 
was a role for it to play in the war. Otherwise, it feared that the Air Force 
might be perceived as irrelevant to the new guerrilla wars of the 1960s and 
consequently lose resources to the other services (Gallucci,  1975 ). Many 
argue that one of the reasons for the failure of the US attempt to rescue 
American hostages in Iran in 1979 was because interservice rivalry led each 
of the military services to insist on being involved in the mission rather than 
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allow another service to get the credit for any success, and because of the 
lack of tactical coordination among the military services. 13  

 Internal political confl ict between bureaucratic organizations can also 
create policy paralysis or delays that prevent a timely response to adversary 
actions and that under some circumstances could contribute to war. After 
US intelligence fi rst discovered Soviet offensive missiles in Cuba in October 
1962, a follow - up aerial surveillance mission was ordered to validate the 
presence of Soviet missiles. The mission was delayed for ten days, however, 
by turf battles between the CIA and the Air Force over which organization 
would conduct the mission. The outcome of the CIA – Air Force dispute was 
a classic bureaucratic compromise: CIA pilots fl ew Air Force planes (Allison 
and Zelikow,  1999 ). These delays could have been far more consequential, 
but fortunately the presence of the missiles was confi rmed in time for the 
US to act. Still, the delays complicated the Kennedy Administration ’ s efforts 
to manage the crisis and minimize the risk of escalation to war. 14  

 Bureaucratic in - fi ghting and maneuvering can contribute to peace as well 
as to war. In the Cuban missile crisis, US decision - makers in the Ex Com 
defi ned their initial options as doing nothing, a diplomatic solution, a secret 
approach to Cuban Premier Fidel Castro, an air strike, an invasion, and a 
blockade. Initially, the majority of the Ex Com preferred an air strike 
option. There are a number of possible explanations as to why they eventu-
ally settled on a blockade. One was certainly Robert Kennedy ’ s insistence 
that his brother would not be  “ another Tojo, ”  referring to the Japanese 
premier who ordered the surprise attack against the United States at Pearl 
Harbor in 1941. This reluctance to initiate military action and to shift that 
burden to the Soviet Union was an important factor infl uencing US 
decision - making. 

 Another consideration, emphasized by Allison and Zelikow  (1999)  in 
their discussion of the bureaucratic politics model, concerned the maneuver-
ing of Secretary of Defense McNamara. McNamara preferred a diplomatic 
solution. He recognized, however, that the president was quite skeptical 
about that strategy (perhaps for domestic political reasons) and that it 
would not be possible for McNamara to mobilize suffi cient political support 
within the Ex Com around a passive strategic response to the Soviet action. 
For that reason, McNamara started advocating the blockade option, not 
because he thought it was the best for the country, but because it avoided 
what he regarded as the worst option (the air strike), and because he 
thought it might be politically feasible. McNamara calculated correctly and 
maneuvered skillfully. 15  

 It is also possible that bureaucratic confl ict can send mixed signals to 
adversaries (and to allies), create confusion about political leaders ’  inten-
tions or resolve, and generate misperceptions that can contribute to war. In 
the July 1914 crisis, for example, German Chancellor Bethmann - Hollweg, 
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after weeks of pressuring the Austrians to move against Serbia, reversed 
course on the night of July 29 – 30 and demanded that Austrian civilian 
authorities refrain from war. At the same time, German Chief of Staff 
Moltke was pressuring Conrad, his counterpart in Vienna, to move ahead 
with military action. This led Conrad to complain:  “ Who actually rules in 
Berlin, Bethmann or Moltke? ”  (Albertini,  [1941]1957 :673 – 4). These mixed 
signals contributed to the failure of Bethmann ’ s last - minute efforts to pre-
serve the peace, since it was not clear to the Austrians what Germany 
wanted. Admittedly, though, the chance for peace was slim by that point 
(Levy,  1990/91 ; Strachan,  2001 ).  

  Organizations and the  d istortion of  i nformation 

 Organizational interests and routines can also contribute to war (or to 
peace) through their impact on the fl ow of information within decision -
 making units. Organizations responsible for providing information about 
adversary intentions and/or capabilities to higher level decision - makers may 
be tempted to distort that information in a way that serves their own inter-
ests. Alternatively, their organizational structures may contribute to the 
inadvertent distortion of information or presentation of an incomplete 
picture of the information available. This can lead to a number of misper-
ceptions that infl uence the likelihood of war. Many have argued, for 
example, that during the Vietnam War the US military, which wanted to 
see the war through to a successful conclusion, deliberately underestimated 
numbers of enemy troops and exaggerated the prospects for victory, in an 
attempt to persuade political authorities to continue the war through to 
victory (Adams,  1994 ). 

 To take another example, in the run - up to the Bay of Pigs operation in 
1961, in which the United States supported an invasion of Castro ’ s Cuba 
by Cuban refugees, offi cials in the Central Intelligence Agency deliberately 
overestimated the likelihood that the operation would trigger a popular 
uprising in Cuba. They acted so in order to obtain the political author-
ization for an operation to which they had become psychologically com-
mitted and which they believed would serve their organizational interests 
(Higgins,  1987 ). 

 These examples refer to the distortion of the information fl owing up to 
top decision - makers by the actions of those organizations tasked with pro-
viding that information. Top political decision - makers sometimes act in a 
way that prevents the free fl ow of information, in order to structure the 
internal debate and provide additional leverage in mobilizing other govern-
mental actors and the public for war. Although intelligence ought to shape 
policy based on the evidence, without interference from political leaders in 
the intelligence process, in fact policy often shapes intelligence. This is often 
referred to as the  politicization of intelligence  (Betts,  2007 ). 
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 It is generally assumed that authoritarian regimes are more vulnerable 
than democratic regimes to the politicization of intelligence, because there 
are fewer channels for dissenting views in autocracies, because of the lack 
of protection for individuals under the rule of law, and because of the 
potentially severe personal costs of providing news the leader does not want 
to hear. A major reason why Saddam Hussein failed to anticipate the likeli-
hood and consequences of an American invasion was that Iraqi military 
and intelligence analysts were afraid of Saddam and they felt they had no 
choice but to provide only good news (Woods, Lacey, and Murray,  2006 ). 
The same dynamic contributed to Stalin ’ s failure to anticipate the German 
invasion in 1941. It was widely known that Stalin was a paranoid tyrant 
who had executed or sent to the Gulags anyone whom he suspected might 
challenge or undermine him. Analysts who believed that Nazi Germany 
might turn its armies toward the east and attack the Soviet Union did 
not express their concerns to Stalin for fear of the personal consequences 
(Bar - Joseph and Levy,  2009 ). 

 These tendencies toward the politicization of intelligence in authoritarian 
political systems should not blind us to the fact that political pressure on 
the intelligence process arises in democratic regimes as well. Intelligence 
offi cers might consciously adjust their estimates of adversary intentions or 
capabilities because they believe that the failure to provide  “ intelligence to 
please ”  might result in the loss of their jobs, the denial of a future promo-
tion opportunity, or the loss of infl uence on future policy decisions. 

 The same outcome can emerge from more subtle pressures. In his analysis 
of the escalation of American involvement in the Vietnam War, for example, 
Thomson  (1968)  discusses a number of pathologies within organizations. 
He emphasizes the role of the  “ curator mentality ”  among mid - level offi cials 
in the departments of State and Defense. Rather than question prevailing 
assumptions and mindsets, individuals ’  career incentives led them to adopt 
a  “ don ’ t rock the boat ”  orientation. They did their job within the existing 
set of guidelines, got their  “ ticket stamped, ”  and ultimately received their 
promotion. While the practice of  “ whistle blowing ”  is extremely useful for 
organizations, it is often a bad career move for the whistle blower. 

 These tendencies are reinforced by what Thomson  (1968)  calls the 
 “ effectiveness trap. ”  If one challenges prevailing mindsets and policies, one 
is likely to lose, and in the process there is a risk of suffering a loss of infl u-
ence in future decisions. If one resigns in protest, one loses infl uence alto-
gether. There is a temptation to go along with the consensus and to save 
one ’ s  “ political capital ”  for a future issue where one might have greater 
impact. Such politically driven processes work to reinforce prevailing mind-
sets and policies. Thomson  (1968)  shows how these dynamics contributed 
to the gradual escalation of the American commitment in the Vietnam War 
in the 1960s by silencing dissenting voices and by limiting the range of 
opinions that reached political decision - makers. 
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 Limits on the fl ow of information can be the result of more deliberate 
governmental policies. Many argue that the second Bush Administration 
was so committed to invading Iraq in 2003 that it deliberately distorted 
evidence about the possibility that Iraq had weapons of mass destruction 
and ties to the al Qaeda terrorist organization, in order to enhance the 
support for its policies in the Congress and among the public (Pillar,  2006 ; 
Rich,  2006 ). The administration even set up a new intelligence unit, the 
Offi ce of Special Plans, in the Defense Department (Gordon and Trainor, 
 2006 :45). There is substantial evidence that this offi ce was designed to 
circumvent the CIA and produce intelligence that demonstrated both the 
existence of Iraqi WMD and a link between Iraq and al Qaeda, in order to 
provide a rationalization for a war against Iraq. 16  After his meeting with 
the British prime minister in 2002, the head of British intelligence concluded 
that  “ the intelligence and facts were being fi xed around the policy ”  (Danner, 
 2006 :89). 17  

 Much of the discussion in this section deals with interesting questions in 
civil – military relations. Brooks  (2008)  provides a useful framework for 
analyzing the impact of civil – military relations on the assessment of the 
threat environment and shaping of military strategies. She identifi es two 
key variables: the intensity of the divergence between civilian and military 
elites over security issues and over the institutional context for policy -
 making, and the balance of political power between civilian and military 
elites. These factors infl uence the extent of information sharing, strategic 
coordination of political and military policy, procedures for the accurate 
assessment of the relative strengths and weaknesses of the adversary ’ s mili-
tary organization and one ’ s own, and the coherence of the decision - making 
process on questions regarding the use of force. 

 Brooks  (2008)  uses her framework to explain why Egyptian strategic 
assessment was so fl awed under President Nasser leading up to the disas-
trous 1967 war with Israel, and why assessment procedures and military 
performance signifi cantly improved in the period leading up to the 1973 
war under President Sadat. Brooks also shows, in an analysis of Britain 
before and during World War I, that there can be signifi cant variations in 
the quality of strategic assessment within democratic regimes.  

  Impact of  o rganizational  r outines on  p olicy  r igidity 

 The standard operating procedures and vested bureaucratic interests associ-
ated with organizational behavior often affect security policy and decisions 
related to war and peace by reinforcing existing policies and strategies, 
generating policy momentum, and by denying political leaders the fl exibility 
they need to manage crises in a way that strikes an optimum balance 
between preserving vital national interests while avoiding inadvertent 
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escalation. Military organizations are well - known for the routinized nature 
of their military mobilization and war plans, and there have been a number 
of applications of organizational process models to the military. 

 Probably the most common explanation of how military routines con-
tribute to the outbreak of war focuses on the momentum generated by the 
mobilization plans themselves. Each action in this process of incremental 
escalation leads logically to the next, locking in current policy and contrib-
uting to a mechanistic and practically irreversible process of escalation to 
war, one in which political leaders have a minimal impact because of the 
rigid adherence to pre - existing routines. One of the best examples of this 
is how it applies to World War I, which we now examine in some detail. 

 Many historians and political scientists have argued that the rigid mili-
tary mobilization plans and railroad timetables of 1914 were an important 
contributory cause of World War I. This view is refl ected in the title of 
A.J.P. Taylor ’ s  (1969)  book  War by Time - table . Once the mobilization 
process was initiated, the rigidity of the plans made it diffi cult or impossible 
to delay, slow, or modify a plan, or to switch from one mobilization plan 
to another, without creating enormous vulnerabilities. Indeed, military 
and political leaders believed that  “ mobilization means war ”  (Albertini, 
 [1941]1957 ; Kennedy,  1979 ). Once the mobilization began, the process 
acquired a momentum of its own; the military requirements of preparing 
for war took precedence over political requirements of avoiding one if at 
all possible. Political leaders were left with few opportunities to slow or 
interrupt the process in order to pursue diplomatic alternatives that might 
preserve the peace, accentuating the slide to war. 

 The inexorability of the process is captured quite well by Sergei 
Dobrorolski, Chief of the Mobilization Section of the Russian General staff, 
in his description of the process a few years after the war:

  The whole plan of mobilization is worked out ahead to its end in all its details. 
When the moment has been chosen, one only has to press the button, and 
the whole state begins to function automatically with the precision of a clock ’ s 
mechanism.  …  The choice of the moment is infl uenced by a complex of varied 
political causes. But once the moment has been fi xed, everything is settled; 
there is no going back; it determines mechanically the beginning of war  (cited 
in Fay,  1928 : vol. 2/481) .   

 The impact of rigid mobilization and war plans is illustrated by the 
German Schlieffen Plan, which was based on the assumptions that any 
continental war would be a two - front war for Germany; that the slowness 
of the Russian mobilization (because of the size of the country and its 
bureaucratic ineffi ciency) meant that Germany could engage in an offensive 
in the west but a holding action in the east in an attempt to defeat France 
quickly; that France could be defeated only by an enveloping movement 
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through Belgium, and that this required the preemptive seizure of Li è ge 
early in the mobilization process itself (no later than the third day); and 
that the assumed advantage of the offensive meant that every day ’ s delay 
could be quite costly (Ritter,  1958 ). 18  

 The Schlieffen Plan illustrates the consequences of factored problems. 
Military organizations tend to focus on the military aspects of policy and 
to minimize its political component. There is a resulting danger that military 
doctrine will follow a  “ strictly instrumental military logic ”  and ignore 
important political considerations (Posen,  1984 :58), which results in a lack 
of congruence between foreign policy goals of the state and the military 
means available to achieve those ends. This is particularly likely in the 
absence of strong civilian intervention, which is in part a function of the 
bureaucratic infl uence of the military in the decision - making process. 

 By calling for a preemptive move against Li è ge by the third day of 
mobilization, the Schlieffen Plan required the violation of Belgian neutrality 
and signifi cantly increased the probability that Britain would enter the war. 
This military policy ran contrary to the efforts of German diplomats, who 
were doing everything possible to try to keep the British out of the war. 
German foreign policy and German military policy were working at cross -
 purposes. As Taylor ( 1969 :19) argues:

  Politically the plans for mobilization were all made in the void. They aimed 
at the best technical results without allowing for either the political conditions 
from which war might spring or the political consequences which might 
follow from any particular plan. There was little consultation between mili-
tary planners and civilian statesmen. The statesmen assumed that the general 
staffs were doing their best to insure that they would win a war if one came 
and there was no speculation how policy could be seconded by military 
action. The dogma of the great Clausewitz  …  had lost its hold.  19     

 The problem of low political – military integration is compounded if 
political leaders are ignorant of the details of military plans, because they 
may not realize the extent to which they lack the military options to support 
their foreign policy objectives. This ignorance was an important source of 
escalation in 1914. Whereas the military saw mobilization as a means of 
preparing for a war that they perceived to be inevitable, political decision -
 makers generally saw it as an instrument of deterrence or coercive diplo-
macy. They had little conception, until it was too late, that they lacked the 
means to support a coercive or deterrent strategy based on a fi ne - tuning of 
military threats, or that their room to maneuver had been severely restricted. 
As a result, they did not realize that actions taken in all sincerity to avoid 
war while preserving vital interests only made war more likely. Thus Ritter 
( 1958 :90) concludes that  “ The outbreak of war in 1914 is the most tragic 
example of a government ’ s helpless dependence on the planning of strate-
gists that history has ever seen. ”  
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 George  (1991)  suggests several conditions conducive to effective crisis 
management. In addition to the limitations of one ’ s political objectives, 
these include presidential control of military options, pauses in military 
operations, availability of discriminating military options, coordination of 
military movements with political – diplomatic actions and with limited 
political objectives, and others. The military mobilization and war plans 
of 1914, and the Schlieffen Plan in particular, violated every one of these 
requirements. The Schlieffen Plan left German leaders with no options 
between a two - front war against France and Russia and no war at all. 
The plan would be implemented regardless of the political circumstances 
that might draw Germany into a war (Snyder,  1984 ; Van Evera,  1999 ). 
The strategy gave German leaders no intermediate military option that 
would allow them to demonstrate their resolve and fi ne - tune their threats 
without provoking the adversary into a dangerous escalation, which is 
an essential requirement for crisis management (George,  1991 ). World 
War I is only one case, but it nicely illustrates the potential causal impact 
of common forms of organizational behavior on decisions for war and 
peace. 

 Another key component of the bureaucratic politics/organizational 
process model is its focus on implementation. Political leaders do not 
implement their own policies, and there is often  “ slippage ”  between the 
foreign policy decisions of political leaders and the ways in which their 
decisions are actually implemented. As Harry Truman remarked as Dwight 
Eisenhower was about to assume the presidency,  “ He ’ ll sit here, and say 
 ‘ Do this! Do that! ’   And nothing will happen . Poor Ike  –  it won ’ t be like 
the Army. He ’ ll fi nd it very frustrating ”  (quoted in Neustadt,  1991 :10). 
Similarly, during the Cuban missile crisis President Kennedy ordered that 
the naval blockade be moved closer to Cuba in order to give the Soviets 
more time to reverse course before a collision, but the Navy did its best 
to resist those orders (Allison and Zelikow,  1999 ). Kennedy also ordered 
the suspension of weather - sampling fl ights over the Soviet Union during 
the crisis, to minimize the danger of dangerous misperceptions, but that 
order was not implemented. This led Kennedy to complain  “ There is 
always some son of a bitch who doesn ’ t get the word ”  (quoted in Holsti, 
 1989 :18). 

 The bureaucratic politics model sees foreign policy decision - making as a 
political process, defi ned by bargaining among actors with difference policy 
preferences and unequal power. The organizational behavior model broad-
ens this conception by incorporating certain routinized forms of behavior 
within organizations, behavior that is driven by standard operating proce-
dures, rules, and customs rather than explicit calculations of political inter-
est. These models tend to minimize the genuinely social aspects of group 
decision - making  –  the interpersonal dynamics among the members of any 
decision - making group, whether it be a governmental organization or an 
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informal advisory group. We now turn to the social dynamics of decision -
 making in small groups.   

  The Small - Group Level of Analysis 

 Social psychologists give a great deal of attention to the dynamics of small -
 group behavior. The small - group model that has generated the greatest 
interest among international relations theorists, and which in fact has 
become the paradigmatic theory of small - group behavior, is Irving Janis ’  
 (1982)  analysis of  “ groupthink. ”  Groupthink is a theory of small - group 
dynamics that is anchored in individual psychology. 20  It is not a theory of 
war, but it has a number of important implications for decision - making, 
especially crisis decision - making, on issues of war and peace. 

 Groupthink is a  “ concurrence - seeking tendency within cohesive groups ”  
(Janis,  1982 :7 – 9), a strong tendency to conform to group norms and reach 
a policy consensus. It is motivated not by political pressure, but by social 
pressure in the context of high - stakes decisions and enormous stress. Con-
formity with group norms and unanimity about policy maintains the integ-
rity of the group and a sanctuary from the burdens of offi ce, and in doing 
so provides psychological security for the individual, reduces anxiety, and 
heightens self - esteem (Janis and Mann,  1977 ). 

 Janis argues that groupthink is most likely to arise in socially cohesive 
groups that are relatively insulated from the government and from outside 
sources of intelligence, and also in situations involving signifi cant moral 
dilemmas. Tendencies toward groupthink are further reinforced if the group 
leader actively promotes his or her preferred policy, if there is no source of 
contrary views or even a devil ’ s advocate to raise unpopular arguments, if 
the group has recently suffered a signifi cant failure, and if group members 
are particularly insecure. 

 Janis  (1982)  identifi es a number of  “ symptoms ”  of groupthink, patterns 
associated with the tendency toward concurrence - seeking: illusions of invul-
nerability, unanimity, and moral superiority; discounting and rationaliza-
tion of information that runs contrary to the collective beliefs of the group; 
and the reinforcement of these tendencies by self - appointed mindguards 
who work to shield the group against adverse information and to put pres-
sure on dissenters. These tendencies generate a number of more specifi c 
patterns of group decision - making: the consideration of a limited number 
of policy alternatives; failure to reexamine the possible risks of a policy 
once it is preferred by a majority, or to reconsider the possible benefi ts of 
alternatives after they have been rejected; failure to consider what might go 
wrong and develop contingency plans; selective attention to information 
and discounting of discrepant information; lack of an attempt to acquire 
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additional information from experts; tendency to elevate loyalty to the 
highest priority goal; and tendencies towards riskier courses of action (Janis, 
 1982 ; Janis and Mann,  1977 :130 – 31). 

 These patterns detract from a rational decision - making process. They 
lead to a number of misperceptions that contribute to war through the 
causal paths discussed in the last chapter. As with any theory of decision -
 making, it is assumed that the quality of the process is probabilistically 
linked to the quality of the outcome, and that if the process is non - rational 
there is an increase in the probability of ineffective policies and bad out-
comes. Janis  (1982)  attempts to demonstrate this in his case studies of a 
number of American foreign policy failures, including the Bay of Pigs and 
the Vietnam War. He also compares these cases of foreign policy failures 
with the American decision - making regarding the Marshall Plan and the 
Cuban missile crisis, where symptoms of groupthink are much less evident 
and where outcomes were quite successful for the United States. 

 While scholars have applauded Janis ’ s  (1982)  efforts to construct a 
small - group model of decision - making, and welcomed it as an important 
contribution to our understanding of collective decision - making, they have 
criticized the model on a number of grounds. These criticisms have led to 
the development of alternative theories of small - group dynamics in foreign 
policy (Longley and Pruitt,  1980 ;  ’ t Hart,  1990 ;  ’ t Hart, Stern, and 
Sundelius,  1997 ). Most of these share many of the features of the group-
think model, and it is not necessary to provide a complete review of these 
theories here, but we would like to highlight three issues in particular. 

 First, although Janis  (1982)  defi nes groupthink in terms of concurrence -
 seeking within cohesive groups, it is conceivable that similar tendencies 
might arise in non - cohesive groups, and also that some cohesive groups 
might not generate such tendencies. A highly cohesive group with consider-
able experience working together might feel comfortable questioning each 
other and raising arguments that run contrary to the opinions of the 
majority. The greatest pressures for conformity might be in relatively newly 
formed, inexperienced, and weakly institutionalized groups, where indi-
viduals are most in need of the group for psychological comfort, and where 
many of the decision - making pathologies associated with groupthink are 
most likely to occur. 

 These considerations led Stern and Sundelius  (1994)  to identify a 
 “ newgroup syndrome. ”  Stern  (1997)  argues that the newgroup syndrome 
provides a better explanation for fl awed decision - making during the Bay of 
Pigs crisis than does Janis ’ s  (1982)  groupthink model. The newgroup syn-
drome, if validated, has important implications for crisis decision - making 
on war and peace, since many international crises, particularly those involv-
ing democratic states with frequent regime changes, involve new and rela-
tively inexperienced decision - making groups. 
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 Second, scholars have qualifi ed Janis ’ s  (1982)  hypothesis that small -
 group dynamics generally lead such groups to adopt riskier courses of 
action than would the same individuals acting on their own, which was 
consistent with the longstanding  risky shift hypothesis . New evidence 
suggests instead a  group polarization hypothesis , which predicts that 
small groups will generate either signifi cantly more risky or more cautious 
behaviors relative to what one might expect from the simple aggregation 
of the policy preferences of the individual members of the group (Minix, 
 1982 ; Vertzberger,  1990 ). 

 Third, in emphasizing the social – psychological dynamics leading to con-
currence - seeking tendencies within small groups, Janis  (1982)  downplayed 
power - related political dynamics that might lead to several of the decisional 
pathologies that Janis identifi es with groupthink. He also made little effort 
in his case studies to rule out these alternative explanations. For example, 
the tendency to go along with the group might be the result of political 
pressure or career incentives rather than the social pressures and internal-
ized group norms. The recognition that group dynamics do not operate in 
a political vacuum has led  ’ t Hart  (1990)  and others to try to construct a 
small - group theory of foreign policy decision - making that integrates politi-
cal as well as social – psychological factors. This is a quite positive develop-
ment in the fi eld. 

 We have now covered theories of interstate war grounded in multiple levels 
of analysis, including systemic, dyadic, state – societal, and individual - level 
theories. Although all approaches to the causes of war do not fi t readily 
into separate well - defi ned levels  –  a point to which we return in the conclu-
sion  –  the levels - of - analysis framework still generates fewer problems of 
classifi cation than do alternative frameworks. The application of this frame-
work to theories of civil wars is somewhat more problematic. Distinctions 
among levels of analysis remain applicable, but it is much less common for 
theorists of civil wars than those of interstate wars to organize their analyses 
around these different levels. Civil war analysts are also more likely to 
integrate variables from multiple levels than are their counterparts who 
study interstate wars, though the gap is slowly closing as more of the latter 
integrate variables from different levels. In the next chapter we survey some 
of the leading theories of civil wars.  

  Notes 

1.   Allison  (1971)  created considerable confusion by describing model I as  “ the 
rational actor ”  model. This label was misleading because it implied that his 
other models were not based on rational actors. As we will see, especially with 
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respect to the governmental politics model, actors behave rationally on behalf 
of their interests (Bendor and Hammond,  1992 ). Those interests, however, are 
primarily organizational interests rather than the national interest. Whereas 
model I is a unitary rational actor model, model III is a rational but non -
 unitary actor model. Although some also interpret model II as a rational 
non - unitary model, others argue that certain aspects of the model detract from 
rationality, as we shall see later in the chapter. Steinbrunner ( 1974 : chap. 3) 
suggested a fourth model, a  “ cognitive model, ”  which is a non - rational psy-
chological model of individual behavior.  

2.   Allison  (1971)  selected the Cuban missile crisis for a reason. This was an acute 
national security crisis, one that involved the risk of nuclear war. If ever we 
would expect a rational unitary actor model to apply, it would be in such a 
crisis. If Allison could show that organizational processes and bureaucratic 
politics played an important role in a crisis of this magnitude, we could be 
reasonably confi dent that they might play an important role in other cases 
where the national interest was not so directly and immediately threatened. 
The infl uence of Allison ’ s book derived in part from this research design and 
case selection. The Cuban missile crisis is a  “ least - likely case ”  for the bureau-
cratic and organizational models (George and Bennett,  2005 ). The logic of 
least - likely case analysis involves what Levy  (2008b)  calls the  “ Sinatra infer-
ence ” : if I can make it there, I can make it anywhere. At the same time, the 
Cuban missile crisis is a  “ most - likely case ”  for the rational unitary actor 
model. If the case did not fi t the model, it would signifi cantly reduce our 
confi dence in the general applicability of the model.  

3.   On foreign policy - making in developing states, see Vertzberger  (1984) , Calvert 
 (1986) , Korany  (1986) , and Barnett  (1992) .  

4.   One common criticism of the utility of the bureaucratic politics model for 
analyzing US foreign policy is that it underestimates the power of the presi-
dent. After all, the president appoints (with the approval of the Congress) most 
of the other key actors, usually people who share his views. Another argument 
is that in national security crises, the effects of variables in models II and III 
are generally marginalized by those of the national interest calculations of 
model I (Krasner,  1971 ; Art,  1973 ).  

5.   The issue came up again in the 1980s, as the  “ star wars ”  program, and it was 
raised again by the second Bush Administration.  

6.   For an application of satisfi cing decision - rules, rule - driven behavior, and incre-
mentalism to individual behavior, see Steinbrunner ’ s ( 1974 : chap. 3) concep-
tion of a  “ cybernetic model. ”   

7.   Sechser  (2004)  makes a different argument. In a statistical study he fi nds that 
states that lack strong civilian control tend to initiate armed confl icts much 
more frequently than states with stronger civilian control over their military 
organizations. This fi nding implies that the caution of the American military 
with respect to strategy is not generalizable to all other states. On a slightly 
different question, recent work has revealed an increasing ideological con-
servatism among American military offi cers relative to the views of civilians 
(Feaver and Kohn,  2001 ).  
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8.   Recall the discussions of the spiral model and of the  “ steps - to - war ”  model 
in chapters  2  and  3 . Scholars debate whether technologically driven  “ qualita-
tive arms races ”  are more war - prone than are  “ quantitative ”  arms races 
(Huntington,  1958 ).  

9.   It is not clear that morale is greatest with offensive war plans, although that 
might depend on exactly how one defi nes morale. One thing that is clear is 
that soldiers tend to fi ght more intensely in the defense of their territory against 
external aggression, or perhaps in recovering lost territory, than in aggressive 
actions to conquer another ’ s territory. This is consistent with evidence that 
people fi ght harder to avoid losses than to make gains, as we saw in our dis-
cussion of prospect theory and loss aversion in the last chapter.  

10.   One problem with these analyses is that the distinction between offensive and 
defensive strategies is not always clear (Levy,  1984 ; Lieber,  2005 ). Scholars 
often lump both incentives to striking fi rst (preemption) and a strategy of deep 
territorial penetration into the same offensive category, but they are distinct. 
A doctrine may call for waiting for the adversary to strike fi rst but launching 
a powerful counteroffensive deep into the adversary ’ s territory if one is 
attacked, as illustrated by Israeli doctrine in 1973 and German military doc-
trine in the 1870s and 1880s.  

11.   For a skeptical view, see Zuber  (1999) , who argues that Germany did not have 
an offensive war plan. For responses to Zuber, see Mombauer  (2001)  and 
Strachan  (2001) .  

12.   Recent scholarship has challenged the long - held belief that all military leaders 
shared the belief that the war would be short. There is some evidence that 
Moltke believed that the war would probably be a long one (F ö rster,  1999 ).  

13.   McDermott  (1998)  suggests a prospect theory explanation based on loss aver-
sion: US leaders recognized that they had few good options, but believed that 
the status quo was unacceptable, and were willing to engage in a highly risky 
strategy in the hope of overturning the status quo.  

14.   In fact, the Soviet Union had already smuggled nuclear warheads into Cuba, 
but US leaders were unaware of this, and in fact did not learn until years after 
the missile crisis (Dobbs,  2008 ). Thus American leaders were operating with 
very limited information about the magnitude of the threat to US interests. If 
the US had known of the presence of nuclear warheads in Cuba, they might 
have acted much differently in their crisis bargaining.  

15.   Reinforcing this argument is the fact that President Kennedy discounted the 
hawkish views of some in the CIA because he felt that he had been misled by 
the CIA in early 1961 during the Bay of Pigs crisis (Higgins,  1987 ).  

16.   It was not accidental that the analysts at OSP were selected for their job pre-
cisely because they shared the administration ’ s assumptions.  

17.   This issue is quite complex. Given the inherent uncertainty about Iraqi WMD, 
the fact that Iraq did have WMD a decade before and provided no evidence 
that it had destroyed its stockpiles, and the fact that many leading Iraqi 
generals believed that Iraq had WMD, one can imagine intelligence analysts 
reaching that conclusion even in the absence of political pressure. Some 
leading scholars argue that the primary problem was not the assumption of 
Iraqi WMD, but the confi dence with which it was held and the failure to 
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constantly question that assumption through an expanded information search 
and more critical perspective (Jervis,  2006 ; Betts,  2007 ).  

18.   Some recent research challenges conventional interpretations of the Schlieffen 
Plan and its impact (Zuber,  1999 ; Mombauer,  2001 ; Lieber,  2007 ). Moltke 
probably expected a long war (F ö rster,  1999 ), and it is not clear how far west 
the enveloping movement through Belgium was designed to go (Zuber,  1999 ). 
Still, one can make the argument that Moltke sought a quick victory against 
France in the west in order to position Germany for the long war to come.  

19.   See also Ritter  (1958) , Turner  (1979) , Snyder  (1984) .  
20.   The groupthink concept is frequently misused by journalists and some 

scholars, who take it out of the small - group context for which it was intended 
and apply it to a tendency toward conformity of thought among any level. 
Groupthink should be restricted to small groups and not confounded with 
other sources of conformity, including ideological and cultural factors.          



 Civil War     

7

     Although wars within states have always been more common than wars 
between states, the relative frequency of civil war to external war has 
increased signifi cantly since 1945, 1  and the human costs of civil wars now 
exceed those of interstate wars. Data from the Correlates of War project 
show that in the period from 1945 to 1997 there were 23 interstate wars 
involving 3.3 million battle deaths and 108 civil wars involving 11.4 million 
deaths. On average, civil wars last four times as long as do interstate wars, 
and approximately three - quarters of the countries experiencing a civil war 
suffered from at least one additional civil war. 2  The proliferation of civil 
wars, the end of the Cold War and the shift in the threats to US interests, 
and the growing sensitivity to humanitarian concerns have all led to a 
proliferation of scholarly research on civil wars. Much of this research is 
conducted by scholars who formerly studied interstate war. It is little sur-
prise that scholars want to be  “ where the action is. ”  

 This increasing attention to the phenomenon of civil war has led to a 
shift in the questions that scholars ask about warfare. What do the different 
trends in warfare mean, and what are their implications for the future? Is 
interstate war becoming obsolete? Is the number of civil wars escalating 
and spreading around the globe? Are new states doomed to state collapse 
and perpetual disorder as a consequence, as multiple groups compete to 
hijack what remains of state institutions? Along with these more macro -
 questions, the question of why civil wars occur in the fi rst place has begun 
to receive a fair amount of explicit attention. 3  It is notable that scholars 
have generally concluded that civil wars work differently than interstate 
wars do, so that explanations for civil wars have taken a different form 
than explanations for interstate war. 

 This shift in scholarly attention and orientation has been relatively 
recent. Civil wars are not new, of course, nor are they completely absent 
from the commentaries of observers on political events from antiquity on, 
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but studies of civil war have been something of a stepchild until lately. We 
have many fi ne histories of the more well known cases, including the English 
Civil War (1642 – 51), the American Civil War (1861 – 5), and the Spanish 
Civil War (1936 – 9). 4  Most of the analytical attention paid to  “ internal ”  
wars in the 1960s through 1980s, however, emphasized explaining political 
violence in general (or the impact of modernization, as in Huntington, 
 1968 ), countering guerrilla warfare, or the more traditional interest in 
analyzing revolutions that have often been linked to civil wars  –  as attested 
to by the salient Mexican (1910 – 20), Russian (1917 – 21), and Chinese 
(1920s – 40s) cases. 5  

 Within the more general literature on political violence in the fi rst gen-
eration of analysis, there are pronounced emphases on a variety of topics 
that have some bearing on thinking about civil wars. The work on relative 
deprivation (Davies,  1962 ; Gurr,  1970 ) argued that it is not the most 
downtrodden who should be expected to revolt, because they have to focus 
on day - to - day survival issues. More rebellious are populations whose living 
conditions have been improving up to a point and who then fi nd further 
improvement blocked or conditions regressing from the level already 
attained. 6  Identifying relative deprivation, however, proved problematic. 
Some initial conceptual work (Eckstein,  1965 ; Tilly,  1978 ) was done on 
internal warfare without really stimulating much follow up. A number of 
earlier studies have also examined the relationship between inequality and 
revolt. Yet, no consensus ever emerged on just what the relationship is. 
Scholars have done interesting work on collective action problems, and a 
number of analyses of social movements (McAdam, Tarrow, and Tilly, 
 2001 ) have possible utility to understanding civil wars, but direct applica-
tions remain fairly rare. 7  

 More recent theorizing about civil war causality has taken the form of 
debates about the wisdom of emphasizing the respective roles of greed, 
grievance, motivation, and opportunity. The greed – grievance dispute turned 
out to be an analytical dead end when students of civil war found little 
evidence that greed alone fueled civil wars (Ballentine and Sherman,  2003 ; 
Aronson and Zartman,  2008 ). Greed (as in making money from diamonds 
or opium) was not absent from domestic warfare but it was more a byprod-
uct of rebels looking for ways to fi nance their activities than a primary 
motivation for rebelling in the fi rst place. A motivation – opportunity dispute 
has largely supplanted the greed – grievance debates but the problems here 
are that insurgent motivations are presumably disparate and hard to pin 
down. Much of the evidence that might be viewed as addressing motivation 
also can be interpreted as representing opportunity. 

 A good example is the empirical fi nding that civil wars are more probable 
in poor countries than in rich ones (Collier et al.,  2003 ). Poverty can provide 
a good motivation for attempting to take over states that are not addressing 
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economic problems. Poverty also constrains the resources of the state, 
thereby making them more vulnerable to takeover. Poverty also creates a 
large pool of underemployed youth who can be lured into becoming armed 
dissidents. Thus, does poverty speak to motivation, opportunity, or both? 
If both, as is likely, the motivation – opportunity debate is not likely to be 
resolved. 

 An important conceptual issue is whether it makes sense to talk about 
the causes of civil war per se or whether it makes more sense to talk about 
specifi c kinds of civil war. Are civil wars involving ethnic group grievances 
different from those that do not involve ethnicity in some way? Should we 
isolate separatist wars from wars in which rebels hope to take over the 
state, as opposed to creating a new state? Might we gain more understand-
ing if we distinguish between highly asymmetrical wars in which the states 
are stronger than the rebels and symmetrical wars in which states and rebels 
are roughly equal in capability? While these questions have been broached, 
they have not really begun to be answered. 

 The levels - of - analysis framework, which we found useful for classifying 
the causes of interstate wars, is more diffi cult to apply to civil wars. Analy-
ses of interstate wars often emphasize some factor that fi ts in only one level 
 –  such as systemic concentration, dyadic rivalries, national regime type, 
organizational decision making, or individual misperception. Analyses of 
civil wars generally do not emphasize a privileged variable or variable at a 
particular level, although exceptions include research on socioeconomic 
inequality, weak states, or rebel group fi nancing. The core arguments about 
the causes of civil war currently revolve around motive versus opportunity 
debates and, to a less explicit extent, onset versus duration considerations. 
These arguments rely on causal factors from multiple levels and do not lend 
themselves to neat classifi cation within the levels - of - analysis framework. 

 The nature of the motive – opportunity debate will be elaborated below. 
Suffi ce it to say that most recent analyses have focused on opportunity 
factors  –  that is, what factors make it easier or more diffi cult to rebel for 
whatever reason. The lists of factors that are put forward tend to be multi -
 level, encompassing primarily systemic through group considerations. Moti-
vation has been considered too diffi cult to capture in general terms. The 
onset – duration problem, most succinctly put, is that many of these oppor-
tunity factors (and motivation factors, for that matter) can be applied to 
explain why civil wars begin, why some become unusually protracted, or 
both. Although authors often specify that they are addressing either onset 
or duration, onset and duration still tend to become confl ated. There is also 
a fair amount of disagreement. One person ’ s onset factor is another person ’ s 
duration factor and vice versa. We are no more likely to impose a tight 
order on these materials than the analysts already have, but we can try to 
communicate the nature of the disagreements. Thus, a different presentation 
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strategy for civil war causes seems necessary. We will keep levels of analysis 
in mind but not insist that the arguments about the causes of civil war fi t 
within them neatly. 

 To set the stage for discussing different interpretations of civil war 
causes, we need to introduce briefl y the  “ old war/new war ”  debate, which 
we mentioned in chapter  1 . Emblematic of this debate is Kaldor ’ s  (1999)  
perspective. Kaldor maintains that the type of warfare that became most 
prevalent in the past three to four centuries was closely tied to the relatively 
recent emergence of the nation - state organizational format. The primary 
goals of interstate warfare moved from a focus on territorial delineations 
and aristocratic inheritance squabbles to national and ideological disputes. 
In conjunction with these shifting goals, states became predominant and 
increasingly inclined to operate as blocs. Their armies transited through 
corresponding shifts of emphasis on mercenaries, professionals, conscripts, 
and back to professionals, this time with high technological profi ciencies. 
Reliance on fi rearms gave way gradually to industrialized technology and 
successively greater lethality. All of these changes were supported by the 
expansion of the state ’ s bureaucracy, increasingly effective means of mobi-
lizing resources from the population and economy, and tighter connections 
between state, military, and industry. 8  Along the way and equally linked 
closely to the evolution of the modern state, a number of distinctions 
between what is public and private, internal and external, economic and 
political, civilian and military, and war and peace came into practice. 

 Kaldor ’ s basic argument is that just as the wars with which we are most 
familiar were closely linked to the evolution of the modern state, the emer-
gence of different types of political organization will lead to the supplanting 
of the old forms of warfare and associated conventions by new types of 
war and related norms. What is interesting is that the way these processes 
are currently working, at least in some parts of the world, is the exact 
opposite of the way they worked in early modern Europe. In earlier centu-
ries, European rulers fought to establish control over specifi ed territory and 
populations in order to create a fi scal foundation for state power. In doing 
so, they created a variety of distinctions, including one that differentiated 
domestic politics from the fl uctuations of external politics. Maintaining this 
distinction meant suppressing domestic disorder, monopolizing armed 
forces, and staving off foreign attacks. Other things being equal, success in 
these endeavors led to political legitimacy within the territorial boundaries 
of the state, professionalized standing armies, and intermittent engagement 
in interstate wars. 

 The late twentieth century encompassed one imperial collapse (the Soviet 
Union), the disintegration of a number of formerly communist states, the 
end of the Cold War, and the failure of a large number of regimes 
established in the wake of the withdrawal of European empires. Further 
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accelerating fragmentation are globalization processes that create winners 
(people able to participate in the new age of transnational, information 
technology) and losers (people excluded from participating and forced to 
cope on marginal local resources). All of these changes interact. The end of 
the Cold War and globalization were reciprocal infl uences on each other, 
with the information technology - infl uenced, Cold War demise knocking 
down the last areas attempting to remain aloof from the world economy. 
The collapse of the Soviet Union created a number of new states with dis-
credited formerly Marxist regimes. The end of the Cold War diminished 
superpower incentives to bolster client regimes throughout the world. 

 In a context of economic deterioration, expanding unemployment, and 
growing inequalities, a number of new and some older states were beset 
with increasing political illegitimacy and disintegration. The new wars, 
focused on capturing political control largely within the disintegrating 
states, are increasingly privatized as state control breaks down. Thanks to 
an interaction between these breakdowns and globalization, the consequent 
political violence over claims to political control involves a confusing 
number of actors  –  including traditional armies, warlords, private and 
paramilitary armies, self - defense militias, mercenaries, guerrillas, criminal 
gangs, armed children, journalists, foreign military advisers, international 
organization workers, and peacekeeping forces  –  all usually operating some-
what independently. 

 The goals and tactics of the new wars have also substantially changed. 
Particularistic sentiments (ethnic, racial, and/or religious) are played upon 
(or invented) to generate rallying foci for movements stressing sub - state 
group identities. Political leaders of these movements can capitalize on feel-
ings of insecurity in lieu of promising unobtainable economic gains. Leaders 
can stoke fear and hatred of some other group in order to enhance their 
own positions of power. 9  Removing the targeted group becomes the prin-
cipal short - term goal. Violence is politically useful because it focuses iden-
tity differentiations more clearly. The longer term goal is the creation of a 
more homogenous group that encompasses fewer political opponents. 

 The new population displacement campaigns take place in a context of 
increasing economic deterioration, crime, corruption, and violence. Fighting 
groups pay for their activities through local predation and contributions 
from diasporic communities abroad (Sambanis,  2002 ; Collier and Hoeffl er, 
 2004 ). If there are valuable resources to commandeer or to extort (dia-
monds, oil, drugs), contesting groups will gravitate towards them as sources 
of fi nancial support (Ross,  2004 ). 

 The new wars do not begin as interstate wars in the traditional sense 
although they are diffi cult to contain and may very well spread to neighbor-
ing states. 10  Inherently, they are local or domestic wars over defi ning the 
identity of the population. Warfare is of the low - intensity, guerrilla - like, 
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avoidance - of - battles type. Atrocities and massacres of unarmed civilians are 
more likely to occur than are clashes between armies. The military organi-
zational level is generally fairly low. Equipment, training, uniforms, and 
discipline are likely to be relatively absent, as are heavy weapons. The 
economic context is equally fragmented and characterized by low rates of 
output. Resource mobilization for war purposes is decentralized. Fighting 
groups take what they can, legally or illegally. 

 As a consequence of this evolution in war, Kaldor ( 1999 :100 – 1) notes, 
the military   :   civilian casualty ratio has literally reversed itself. In the early 
twentieth century, the proportion of civilian war casualties was in the 
neighborhood of 10 – 15 percent. At the end of the same century, civilian 
war casualties averaged roughly around 80 percent. Population displace-
ment problems became much more severe as well. Conservative estimates 
of the number of refugees indicated about two and a half million people in 
1975, ten and a half million in 1985, some eighteen million in 1992, and 
fourteen and a half million by 1995. 

 The contrast between the old and new wars is thus rather stark. Much 
of what had been proscribed in the old wars is strongly encouraged in the 
new wars. Most of the dominant characteristics of the old styles of warfare 
are entirely absent from the new style of warfare. As is often the case in 
the evolution of war topic, there is clear evidence that ongoing changes in 
the way people fi ght need not be progressive. It should be stressed, however, 
that Kaldor ’ s perspective is geographically contained. Her new wars are 
located in the Balkans, the Black Sea area, Central Asia, and parts of Africa. 
She might also have extended them to parts of the Middle East and Latin 
America. Still, the point is that these new wars predominate in a territorial 
belt extending roughly from Tajikistan to Colombia. While new wars may 
or may not continue to characterize this zone, Kaldor does not appear to 
be arguing that the new wars necessarily will doom the old wars to extinc-
tion. The new wars are simply vastly different from the old wars. 

 One obvious problem with the  “ old war/new war ”  distinction is the 
apple/orange character of the description. The apples are old interstate 
wars. The oranges are civil wars taking place at the end of the twentieth 
century. 11  If we compared late twentieth - century internal warfare with 
European internal warfare of the seventeenth century, we would fi nd the 
type of activities more comparable. So, in some respects, the old/new modi-
fi ers are misleading. We had become accustomed to conventional warfare 
between states and occasionally within states. Seemingly suddenly, few 
conventional wars were visible or even all that likely. What we were observ-
ing instead were unconventional and irregular warfare between small 
groups and, often, highly asymmetrical warfare between small groups and 
relatively new states  –  often in places where there had been little warfare 
in the immediate past. Yet, in a number of cases, the states involved were 
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so weak that the confl icts were less asymmetrical than they might otherwise 
have been. Armies composed of children and untrained thugs and armed 
with automatic weapons can be quite formidable if their opponents are even 
fewer in number and no better trained or armed. 

 This larger context of  “ new war ”  novelty has stimulated a new round 
of theoretical arguments about why civil wars occur in the fi rst place. Keen 
 (1998) , for one, argued that many civil wars were being waged not to defeat 
or capture the state but to make money. 12  Insurgents discovered that ways 
to fi nance their wars (extortion, smuggling, crime) could be lucrative in 
their own right. As these initially auxiliary goals became more prominent, 
winning civil wars became less important than maintaining the opportunity 
to continue making money from them. Interpretations such as this became 
known as  greed motivation theories  and were initially attractive to some 
civil war analysts as a quick handle for the  “ new wars ”  of the Balkans and 
sub - Saharan Africa. 

 Part of the attraction of the greed model was that a number of civil 
wars broke out in states that produced commodities such as diamonds 
(Angola, Democratic Republic of Congo, Liberia, Sierra Leone) and opium/
cocaine (Afghanistan, Colombia). It was fairly evident that rebels were not 
only involved in the export of these commodities but probably also depend-
ent on the profi ts to fi nance their rebellions. This raises the chicken – egg 
question. Did the rebels go to war to gain control of the diamonds and 
drugs or did they become dependent on the control of these  “ lootable ”  
commodities in the process of waging civil war? 13  Further close examina-
tions of key cases suggest that the resources were not part of the motivations 
for the onset of rebellion but did facilitate the activities of weak insurgent 
groups longer than might otherwise have been the case, increasing the dura-
tion of war (de Soysa,  2002 ; Ross,  2004 ). 

 The next development in this guide to arguments about civil war causal-
ity became known as the  greed versus grievance  debate (Ballentine and 
Sherman,  2003 ). Analysts initially attracted to the idea that greed was a 
strong explanation for civil war outbreaks began to compare the predictive 
strength of  “ greed ”  indicators with indicators of more traditional injustice -
 type grievances, such as socioeconomic inequality and ethnic discrimina-
tion. These studies found that  “ grievance ”  indicators had little predictive 
power. That is, if you knew which states were characterized by high levels 
of inequality or ethnic minority mistreatment, you still lacked a basis to tell 
which states would be engaged in civil war. At the same time, the attrac-
tions of emphasizing greed as the primary motivation had begun to wane 
with the realization that individual motivations were no doubt mixed and 
to some extent unknowable. Most civil wars were being waged for their 
own sake, even if some actors were simultaneously making money that they 
used to fi nance the ongoing warfare.  
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  Focusing on Opportunity 

 The movement away from embracing the greed interpretation and the 
fi ndings on grievance indicators led to the aphorism that grievances are 
more common than civil wars. Grievances can be found literally everywhere 
but civil wars are relatively rare, so the presence of grievances overpredicts 
the occurrence of civil war. This led many scholars to argue that we should 
ignore grievances and concentrate on opportunity. Under what circum-
stances do rebels think they have a reasonable chance of defeating their 
state targets, and through what strategies? What factors strengthen rebels? 
What factors strengthen states? Given the diffi culties associated with gen-
eralizing about motivation, we should focus on factors that have encour-
aged or discouraged rebels and rebellions. 

 Two groups of analysts were most prominent in this emphasis on oppor-
tunity: a group of economists associated with the World Bank led by 
Collier, 14  and an oft - cited analysis by Fearon and Laitin  (2003) . 15  The fi rst 
group acknowledged that all states are not equally likely to experience civil 
wars. Underdeveloped states with high inequality, low economic growth, 
and dependence on exporting raw materials, for example, face the highest 
risk of prolonged confl ict. 16  Collier and his colleagues assumed that rebels 
are likely to pursue narrow group interests pertaining either to improving 
the group ’ s position or ensuring that the group is not excluded by other 
groups from enjoying societal rewards, rather than acting for the benefi t of 
the population as a whole. 

 If emphasis is placed on the organization as the level of analysis with the 
most explanatory payoff, the most leverage should be gained by examining 
rebels as military organizations with a standard slate of problems including 
recruitment, maintaining cohesion, acquiring equipment, surviving, and 
fi nancing. Recruitment for rebel groups does not require a large population 
base. What is needed is a pool of young, uneducated and susceptible males 
for whom rebellion is more attractive than underemployment and subsist-
ence living (M ü nkler,  2004 :77 – 8). One can also draw on people seeking 
revenge for past attacks on their families and communities, psychopaths 
who enjoy violence for its own sake, and criminals with their own prefer-
ences and goals (Mueller,  2004 ). When all else fails, the numbers needed 
are so small that it is possible to coerce people to fi ght by giving them no 
choice. 

 Group cohesion can be gained and maintained by relying on some com-
bination of charismatic leadership and ethnic/clan ties. The exceptions to 
this generalization are rebellions in societies with a large number of ethnic 
groups, which may require creating a multi - ethnic force. These situations, 
however, tend to lead to short and unsuccessful wars. States characterized 
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by a small number of large ethnic groups have civil wars that last longer, 
suggesting that the duration refl ects ethnic polarization and mistrust. Rebel 
groups with clear ethnic identities, moreover, are less likely to negotiate 
with states controlled by other ethnicities. 17  

 Equipment became less of a problem after the collapse of the Soviet 
Union between 1989 and 1991 fl ooded the Third World with inexpensive 
automatic weapons. Rebel survival, in turn, depends on mountains and 
forests in which to hide from government forces (Sambanis,  2002 ; Fearon 
and Laitin,  2003 ; Hegre and Sambanis,  2006 ). If state populations are 
highly concentrated in central urban areas, less - populated peripheral areas 
far removed from the cities may also offer relatively safe havens. The 
weaker the state ’ s military capability, of course, the easier it is to survive 
as a rebel. 18  

 Finally, rebel organizations need fi nancing. In Cold War days, the two 
superpowers were reliable sources of funding. Once the Cold War had 
ended, rebels had to fi nd new sources. Nearby hostile governments, ethnic 
diasporas, and various extortion activities replaced the superpowers. If 
there were no ways to raise funds because the country was simply too poor, 
an outbreak of civil war was not all that likely. Poor states with easily 
extorted natural resources, on the other hand, were probable places for civil 
war outbreaks of prolonged duration because the funding for rebellious 
activity was readily available. 

 Thus, civil wars are most likely in states in which these various organi-
zational needs are readily met. Once underway, they are not likely to end 
quickly, especially if the state is weak, the economy is poor and character-
ized by pronounced inequalities, and the social structure revolves around 
two to three large ethnic groups. These circumstances tend to encourage 
longer civil wars. Interventions by outside organizations, moreover, do not 
seem to make much difference. If the underlying conditions are unlikely to 
change and rebel organization needs are fairly low, states in which civil 
wars break out continue to be prone to intermittently resumed internal 
warfare. 

 The Fearon and Laitin  (2003)  approach is quite compatible with this 
emphasis on the opportunity to make civil war. They share the assumption 
that political grievances are more common than civil wars, but emphasize 
weak states as the key causal factor. Rebel insurgents practicing guerrilla 
war in rural areas are more likely to succeed if their state opponents are 
not especially strong and if they are incapable of suppressing lightly armed 
challengers. Various factors are likely to make rebels more potent and states 
less so, including recent independence, political instability, anocracy, 19  
large populations, naturally protected bases, foreign government and 
diaspora support, and high value/low weight natural resources to exploit 
for fi nancing. Low per capita income and oil exports are viewed as proxies 
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for the probability of fairly weak regimes. Hence, the more feasible rebel 
operations, and the weaker the state, the more probable is insurgency or 
civil war. 

 While Collier et al.  (2003)  focused on the rebel organization and Fearon 
and Laitin  (2003)  emphasized the relative weakness of the state vis -  à  - vis 
the relative strength of the rebel group, Salehyan  (2009)  looks at political 
opportunity from a regional confl ict cluster perspective. His main point is 
that many internal wars are not really waged exclusively as internal wars. 
Slightly more than half (55 percent) of post - 1945 civil wars involved rebels 
engaged in some types of operations outside of their home state. They use 
bases in adjacent countries. They receive support from interstate rivals who 
exploit domestic dissidence as a proxy for interstate confl ict. Alternatively, 
counterinsurgency programs sometimes cause problems for, and attacks on, 
neighboring states. Some transnational rebel groups (for instance, al Qaeda) 
coordinate attacks in multiple political systems. They also take advantage 
of refugee camps and diaspora networks outside of their home country to 
mobilize support and recruit manpower. Not surprisingly, then, civil wars 
are interdependent and occur in clusters of regionally linked confl icts. The 
more permissive the regional opportunity structure, the more incentive 
rebels have to risk taking on regimes that they hope to change or 
overthrow. 

 While some of the above - mentioned models have incorporated elements 
from the levels of the dyad or regional system, 20  other models give greater 
causal primacy to those levels, and it would be useful to look at those 
models more closely.  

  Systemic and Dyadic Infl uences 

 Hironaka  (2005)  adopts a systemic perspective that links weak states to 
fundamental changes in the international system (see also Desch,  1996 ). 
Unlike the pre - 1945 process in which frequent and intense warfare, espe-
cially in Europe, created strong states and eliminated most weak states, the 
world after World War II operates under much different rules. Most current 
states were once colonies and gained their independence relatively peace-
fully. Meanwhile, international norms had emerged that discouraged 
expanding territorial boundaries by force. That meant that most states were 
forced to get along with whatever limited resource base they had inherited, 
that most states in the system would be weak and remain fairly weak, and 
that a mechanism that had previously eliminated weak states no longer 
operated. These weak states would also attempt to act, or be expected to 
act, like stronger and older states in providing security and welfare for their 
citizens even though they lacked the capacity to do so. 
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 Strong states can contain or suppress grievances within their borders. 
They can also provide reasonably good governance. Weak states cannot. 
Thus when local grievances emerge, they are much less likely to be managed 
successfully in weak states. Local grievances were also exploited by the 
superpowers during the Cold War. Rebels were given training, weapons, 
and ideological justifi cations. Weak states were propped up by counterin-
surgent interventions. The external support for ideological friends on both 
sides of the rebel – state equation expanded the scale and duration of internal 
warfare. 21  Remove the external superpower support with the demise of the 
Cold War and one should expect more limited scale and duration. Not 
surprisingly to Hironaka, the frequency of civil wars declined after 1989. 
But since the weak states did not disappear, civil wars continue. 

 Hironaka ’ s main point is that what takes place at the local level is con-
tingent on systemic and dyadic levels of interaction. Weak states are sus-
tained generally by an international system and international norms that 
prohibit states from becoming stronger the old - fashioned way, through 
warfare. They have also been sustained more specifi cally but also temporar-
ily by superpower aid. But as long as weak states persist, insurgents with 
some access to resources will be encouraged to rebel and have few incentives 
to negotiate. The weak states, for their part, lack suffi cient resources to 
either appease or suppress the rebels. Civil wars, accordingly, become more 
probable and, in general, longer in duration after 1945 than before. They 
should be even more probable and longer in duration when external 
resources are pumped into local fi ghts than when the local combatants are 
left to their own devices. 22  

 Kalyvas and Balcells  (2009)  take Hironaka ’ s argument a step farther. 
They argue that the civil war concept is overly aggregated. Civil wars are 
actually manifested in three different types. 23   Asymmetric  wars in which the 
state is stronger than the rebels are one type and go by several names: 
irregular warfare, guerrilla warfare, and insurgency. A second type is the 
rare  conventional  civil war in which both sides are relatively equal and have 
relatively high levels of military technology (as in the US case in the 1860s). 
In these symmetric civil wars, both sides deploy regular armies wearing 
uniforms and using similar kinds of weaponry. In a third type of civil war 
the opposing sides are comparable but both sides have access to low military 
technology and engage in  unconventional  combat that Kaldor  (1999)  calls 
new wars. Kalyvas and Balcells  (2009)  argue that Cold War conditions 
expanded the frequency of type - one civil wars (insurgency), while the post -
 Cold War era has contributed to the predominance of type three ( symmetri-
cal unconventional  wars). 

 Superpower aid in the Cold War, as has been noted by other scholars, 
bolstered both sides. Rebel capacity was enhanced in material and idea-
tional ways. The material support encompassed weapons, training, and 
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other types of assistance. But the assistance also came in the form of a 
package of beliefs and strategies for executing agrarian revolution accom-
plished via guerrilla warfare in the countryside that had worked in places 
like China and Vietnam. The capacities of weak states, at the same time, 
were also improved to better counter the revolutionary movements. These 
sorts of intervention increased the probability of insurgencies or guerrilla 
warfare. 

 With the end of the Cold War, superpower patronage of state and rebels 
deteriorated. The greater impact was on rebel capabilities, which meant 
that insurgency became somewhat less probable. Given some minimal state 
strength, civil war became less probable. But where states were very weak, 
type - three unconventional warfare was likely to increase in frequency. So, 
the type of civil war that was observed shifted as systemic and dyadic infl u-
ences changed course. 

 Kalyvas and Balcells  (2009)  note that civil wars, for the most part, 
ended in Asia and Latin America after the Cold War ended. In sub - Saharan 
Africa and central Asia, where arguably the weakest states are concentrated, 
the symmetric, unconventional type of warfare increased. Only in the 
Middle East and North Africa did Cold War - style insurgency predominate. 
The fi rst two observations are explicable in terms of their argument. The 
third observation on the persistence of Middle Eastern insurgency requires 
reference to radical Islam ’ s ability to work as a substitute for Marxism ’ s 
earlier ideational assistance for mobilizing rebel groups. That is, jihadism 
is an ideational resource that Muslim rebels can use to enhance their 
capabilities and consequent ability to engage in insurgency tactics. Jihadism 
also comes with the possibility of foreign bases, training and external 
fi nancing.  

  Back to Motivation? 

 While Hironaka  (2005)  and Kalyvas and Balcells  (2009)  are more systemic 
(and dyadic) in terms of the level of analysis than Collier et al.  (2003)  and 
Fearon and Laitin  (2003) , they still focus on opportunity. They acknowl-
edge motivation is important but leave it largely unexplored. Boix  (2008) , 
however, argues that we need to combine motivation and opportunity if 
we are to fully understand what drives civil warfare. To do this, he re -
 introduces inequality in a different theoretical frame. If an economy is 
characterized by high levels of inequality, the pressures for redistribution 
are likely to be equally high. In this context, wealthy members of the popu-
lation have the most to lose from redistribution. They are likely to work 
towards maintaining authoritarian regimes that restrict either the political 
participation of the poor or movements to level wealth. Poorer members of 
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the population have the most to gain from redistribution and should be 
expected to expand their political participation in order to tax the wealthy. 

 The potential polarization and confl ict of rich and poor is modifi ed by 
another feature of Boix ’ s  (2008)  political economy model. Taxable assets 
are either mobile or fi xed. The less mobile the assets are and the more 
unequal their distribution, the more likely are regimes to be authoritarian 
and protective of the wealthy segment ’ s control of fi xed, often agrarian, 
assets. Violence may be the only way to promote redistribution schemes, 
depending on the costs of violence. The costs of violence increase with state 
capacity to suppress or contain challenges. Costs decline if terrain, fi nancing 
possibilities, and access to military technology favor rebels. So, if rebels 
perceive some chance of winning, they are more likely to respond to agrar-
ian inequalities with force  –  thereby combining both opportunity and 
motivation. 

 If the economic structure becomes less unequal and/or if the main taxable 
assets are highly mobile (as in terms of wages/salaries and manufacturing), 
democratic political systems are more likely to be created and sustained. 
A substantial decrease in inequality means less need to resort to violence 
to bring about redistribution. Democracies, particularly if they are not 
based on agrarian economies, should therefore be less prone to civil 
wars (see Hegre et al.,  2001 ; Elbadawi and Sambanis,  2002 ; Hegre and 
Sambanis,  2006 ). 

 Boix  (2008)  adds an additional historical element to his argument. 
Assuming that high levels of inequality and asset immobility remained fairly 
constant from the eighteenth to the twentieth centuries, he asks why have 
civil wars increased in frequency, duration, and intensity over that same 
time. His answer is that what changed was the political mobilization of 
peasants, who were increasingly subject to pressures from industrialization 
and modernization to abandon traditional passivity and political isolation. 
Their organization for civil war purposes also reduced the costs of taking 
on states.  

  Ethnicity and the Individual Level 

 Lest the preceding discussion gives the impression that civil war analysts 
focus only on the levels of analysis between system and organizations, two 
other models that highlight the other end of the levels - of - analysis ladder 
deserve some attention. Both focus on ethnic violence, which is not quite 
the same thing as civil war but certainly overlaps a great deal in the sense 
that ethnic confl ict is frequently observed as a strong element in contempo-
rary civil wars. 24  There are also persistent puzzles about why neighbors 
live peacefully for many years and then, abruptly, turn to liquidating one 
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another in bloodbaths along the lines of the 800,000 people who died in 
largely Hutu – Tutsi fi ghting in Rwanda or the complicated fi ghting among 
Serbs, Croats, and Bosnian Muslims in the former Yugoslavia. If their 
killing is due to ancient hatreds, as some argue (Kaplan,  1993 ), why is the 
violence so intermittent? Another way of putting that is how can these 
groups co - exist for centuries, turn on each other for relatively brief inter-
ludes, and, in some cases, return to some semblance of co - existence after 
the fi ghting stops? Part of the answer may lie at the psychological level. 

 Petersen ’ s  (2001)  perspective on emotions, without doubt, is the one 
approach to civil wars that is most clearly linked to the individual level. 25  
The basic assumption is that everyone desires some central goals along the 
lines of security, wealth, and status. Different circumstances cause one or 
more of the goals to be elevated in importance through the mechanism of 
emotion. For example, the perception of threat generates fear (an emotion), 
which makes security more important than wealth or status. If we add to 
these processes the notion of ethnic identity, which must be learned and 
which often is linked to a sense of ethnic status hierarchy, all one needs are 
some environmental shocks to cause psychological problems. These shocks 
can build up gradually (as in modernization and globalization pressures) or 
abruptly as in the collapse of a political system. The point is that the indi-
viduals see the environmental changes and realize that the landscape is in 
fl ux. New perceived threats may be emerging. Traditional status hierarchies 
may be deteriorating. Individual concerns with their personal security, 
wealth, or status are likely to be heightened. 

 In this context, some central emotions (fear, hatred, resentment) are 
likely to be aroused. Fear makes it more likely that some other ethnic group, 
perceived as threatening, will be attacked. Hatred can be channeled into 
attacking some group that had often been a target in the past. If some group 
seems to be moving up the status hierarchy at another group ’ s expense, 
resentment can trigger attacks in the direction of some other that can safely 
be targeted. 

 Petersen ’ s  (2002)  model combines environmental changes with individ-
ual responses that are translated into intergroup confl ict. Hence, his 
approach is just as multi - level as the other ones we have reviewed. The 
levels chosen, however, are a bit different and the outcomes are more vari-
egated as well. The model does not merely predict increased ethnic group 
confl ict. It also specifi es what paths the increased ethnic group confl ict 
might take given which intermediary emotions are involved. 

 Exactly how one should best pin down which emotions are in play and 
when, however, is not all that clear. It is easy to imagine civil war situations 
in which all three are operative simultaneously. One group sees another 
expanding its size and claim on governmental offi ces and services. It resents 
the loss of status in the present, fears what might take place in the future, 
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and hates the agents believed responsible for the present and future down-
ward transition of their own group. 

 This emphasis on the emotions involved in ethnic confl ict can be paired 
readily with Stuart Kaufman ’ s  (2001)  stress on symbolism in generating 
warfare between ethnic groups. The Kaufman model is quite compact. 
He establishes three preconditions for escalation to ethnic warfare: (1) a 
mythology justifying hostility between or among ethnic groups; (2) fears on 
the part of one or more ethnic groups that their existence is threatened; and 
(3) political opportunities to mobilize the myths and the threat perception. 
The conjuncture of the three preconditions creates an ethnic group security 
dilemma in which groups begin working harder at preserving their security 
and status. 26  In the process of preserving their own welfare, their actions 
threaten the security and status of other groups. Political entrepreneurs can 
exploit these potentially escalatory situations to their own advantage, as 
well, by drawing attention to the myths and the threats in electoral rhetoric. 
The outcome is increased hostility among ethnic groups, which may only 
need some trigger to break out into civil war.  

  Conceptual Issues 

 The arguments on civil wars that we have reviewed are of recent origin and 
refl ect ongoing analytical disputes about the proper focus of scholarly atten-
tion. Motivation and opportunity go together naturally. Civil wars do not 
occur randomly. The people that fi ght them have reasons for engaging in 
fairly risky activities. If we could capture their motivation in general terms, 
it should help to delineate where civil wars are most likely to occur. At the 
same time, people do not usually go to war against their own states unless 
they think they have some chance of winning. In this respect, the distinction 
between motivation and opportunity tends to blur. Circumstances that 
bolster rebel chances of winning (or states ’  chances of losing) will presum-
ably increase the chances of rebellion. Weak states are often associated with 
bad governance, corruption, and less - than - successful repression, and rulers 
of weak states do not rule as much as they attempt to stay in power however 
they can. Civil wars are fought ostensibly to remove weak rulers and 
regimes. Is that motivation at work? Or, is it that many of these weak states 
can be defeated with hit and run tactics, as long as one has somewhere to 
run to? Even if they are not susceptible to being defeated and overthrown 
in the near term, the weakness of such regimes makes it possible for armed 
dissidents to survive for long periods of time on limited resources. Is this 
simply opportunity at work? 

 Motive and opportunity are obvious concepts to explain why people 
sometimes take on their own states. But they also represent an operational 
conundrum. How does one systematically distinguish between them? If one 
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thinks that they both need to be present to adequately explain the onset of 
civil war, the theoretical conundrum is what set of explanatory foci will 
accomplish this task? As we have seen, analysts continue to disagree about 
what the best set of explanatory factors might be. 

 These theoretical disagreements about causality are compounded by 
problems encountered in distinguishing between explanations of the onset 
and duration of civil wars. It is conceivable that some factors are distinc-
tively associated with one or the other but not both, though it is exceedingly 
diffi cult to imagine such a variable. Most, if not all, factors that are thought 
to dispose societies toward civil war are also likely to contribute to the 
prolongation of those wars. Examples include societal inequality, weak 
states, and rough terrain, to mention just a few. Some variables affecting 
both the onset and duration of war may have a greater impact on one than 
on the other. As we noted earlier, although the presence of lootable resources 
affects both the onset and duration of war, it probably has a greater impact 
on the latter. This differential impact would affect the relative causal weights 
given to such variables in each model, but not the structure of the explana-
tory models themselves. Thus it might or might not be worth distinguishing 
between explanations of the onset and duration of war. 

 Explaining civil wars is not, or should not be, an intractable analytical 
problem. But it is a more complex problem than it might seem to be. As in 
the case of interstate wars, it is characterized by disagreements about what 
matters most in accounting for the outbreak of warfare. It is less than clear 
that all warfare is suffi ciently similar to treat every civil war as if they were 
similar phenomena. But if we need to make distinctions among types of 
civil wars, then we also need to make distinctions about the causal factors 
that lead to insurgency versus those that lead to classical, conventional 
warfare, or ethnic versus non - ethnic wars. It is possible that contextual 
conditions change over time  –  as exemplifi ed by the coming and going of 
the Cold War. Yet for every analysis that has found the Cold War to be a 
signifi cant factor in explaining the onset of war, there is another analysis 
that fi nds it insignifi cant. It is also possible that contextual conditions vary 
over space, and that African civil wars are somehow different than Asian 
or Latin American civil wars. But if this is the case, it remains to be seen 
precisely what is it about  “ Africa ”  that might differentiate it from  “ Asia ”  
or  “ Latin America. ”  In other words, it will take time to sort out our many 
theoretical and empirical puzzles about the etiology of civil warfare.  

  Notes  

1.  Two important factors underlying this trend are the period of decolonization 
after World War II and the expansion of the number of states in the interna-
tional system (Levy and Thompson,  2010b ).  
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2.   See  www.correlatesofwar.org . The frequency of civil wars peaked in the 1990s 
and has declined since then but the frequency of interstate wars has declined 
even more rapidly. For a summary of these trends see Mason  (2009) . For case 
studies of civil wars, see Collier and Sambanis  (2005) . Peaks in civil war activity 
depend on how one counts them (number of new wars in a given period, 
number of ongoing wars, or various battle death thresholds), whether the series 
is smoothed by some type of temporal aggregation, and whether one controls 
for the number of states in the system. For examples, see Collier et al. ( 2003 :94), 
Hironaka ( 2005 :4), Lacina and Gleditsch  (2005) , and Mack ( 2007 : chap. 3).  

3.   Scholars have addressed three other general questions in addition to those 
about the causes of civil wars. One is why some civil wars are brief and others 
are protracted (Walter,  2002 ; Collier, Hoeffl er, and Soderbom,  2004 ; Fearon, 
 2004 ; Fortna,  2008 ). Another is why some civil wars are very intense and kill 
large numbers of people while others are less deadly (see, for instance, Kalyvas, 
 2006; 2008 ; Weinstein,  2007 ). The fi nal question in this trio focuses on the 
consequences of civil war (Licklider,  1995 ; Zartman,  1995 ; Ghobarah, Huth, 
and Russett,  2003 ; Kang and Meernik,  2005 ; Lacina and Gleditsch,  2005 ; 
Hoddie and Smith,  2009 ). How many people die? How can people learn to 
live together in the same country after killing each other (a problem generally 
not faced after an interstate war)? What are the implications for economic 
development? Is it possible to construct post - civil war contexts that make 
renewed civil war less likely? These are all worthwhile questions but, as in 
earlier chapters, we will focus almost exclusively on the question of the causes 
of civil war, though this will necessitate some discussion of the question of 
the duration of war.  

4.   There is an enormous literature on the American Civil War. Even here, 
however, studies of the causes of the war lag far behind descriptions of battles 
and social histories of the participants.  

5.   Good places to pursue the question of theorizing about how revolutions work 
include Moore  (1966) , Skocpol  (1979) , Goldstone  (1991) , Wickham - Crowley 
 (1992) , and Goodwin  (2001) .  

6.   Note the link with prospect theory in theories of relative deprivation. People 
whose poor conditions have started to improve often defi ne their reference 
points in terms of their aspiration levels for the future, or in terms of a level 
of progress that was achieved before subsequent backtracking. They see their 
current situation as one of losses from those reference points, and engage in 
highly risky behaviors to overcome those losses. The downtrodden without 
hope for the future identify the status quo as their reference points and are 
not willing to take great risks to improve their situation.  

7.   The older literature examining inequality includes Russett  (1964) , Muller 
 (1985) , Muller and Seligson  (1987) , Midlarsky  (1988) , and Lichbach  (1989) . 
Collective action problems emphasize incentives for individuals to  “ free ride ”  
on the actions of others. Why join a rebellion for the collective good if you 
can get the same benefi ts from a successful rebellion by sitting on the sidelines 
and avoiding the risks (Lichbach,  1995 )?  

8.   On the increasing severity of war in the West, see Rogers  (1995) , Lynn  (1996) , 
and Levy and Thompson  (2010b) .  
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9.   See the discussion of diversionary theory in chapter  4 .  
10.   A good example is the war in the Congo in the mid - 1990s, which grew out 

of the Rwandan genocide and expanded into what many have called  “ Africa ’ s 
World War ”  (Prunier,  2009 ).  

11.   M ü nkler ( 2004 :8) contrasts the older  “ state - building ”  wars of Europe with 
the newer  “ state - disintegrating ”  wars in the Third World, but switches the 
emphasis to the effects of the war and continues to confl ate the type of  “ fruit ”  
with which we are dealing. Europe certainly experienced intrastate warfare 
but it is their external wars that are usually remembered and credited with 
state building. Whether European intrastate wars were more state - building 
than they were state - disintegrating would make an interesting research ques-
tion in itself.  

12.   See Berdal and Keen  (1997) , Keen  (1998) , and Keen  (2000) . Ballentine  (2003)  
and Ballentine and Sherman  (2003)  are good places to start for criticism of 
the greed motivation approach.  

13.   Ross  (2003)  distinguishes between lootable and unlootable natural resources 
and between separatist and non - separatist civil confl icts. He concludes that 
lootable resources (i.e., gemstones, drugs) are more likely to prolong non -
 separatist confl icts, while unlootable resources (i.e., oil) appear to increase the 
chances of separatist confl ict by fostering grievances over resource income 
distribution.  

14.   It was these economists who were initially attracted to the greed motivation 
but then gradually distanced themselves from the emphasis on greed. See, for 
instance, Collier et al.  (2003) .  

15.   These are both rationalist approaches. For critiques of rational choice 
approaches to the study of ethnic confl ict, see C. Kaufman  (2005)  and S. 
Kaufman  (2006) .  

16.   These hypotheses are quite plausible, but they raise questions. Ross 
( 2004 :338,fn.2) points out that the Angolan economy was relatively diversifi ed 
and characterized by high growth rates from 1960 to 1974. The onset of civil 
war in 1975 led to a collapse of the economy and industrial production, which 
meant that Angola had been transformed into a country highly dependent on 
raw material exports by, in part, civil war.  

17.   On ethnic polarization, see Reynal - Querol  (2002) , Collier et al.  (2003) , and 
Toft  (2003) .  

18.   Gates  (2002)  argues that rebellions which are concentrated in a smaller geo-
graphic area are better able to discipline their members to avoid defection. 
Geographic distribution issues (and fears of defection) can be overcome by 
non - pecuniary ethnic and/or ideological  “ payments ”  to members.  

19.   An  “ anocracy ”  is a regime that has a mixture of democratic and autocratic 
elements (Jaggers and Gurr,  1995 ).  

20.   Other analysts who pursue various dimensions of external linkages in civil 
war settings include Modelski  (1961) , Mitchell  (1970) , Midlarsky  (1992) , 
Lake and Rothchild  (1998) , Regan  (2000) , and Saideman  (2001) .  

21.   Hironaka  (2005)  notes that while external interventions certainly occurred 
prior to the Cold War, the earlier interventions tended to be more one - sided 
on behalf of defending the status quo and, therefore, suppressing revolts. 
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(Examples might be the interventions of the Concert of Europe in the early 
nineteenth century.) Such external interventions were more decisive, other 
things being equal, than the Cold War interventions on both sides more or 
less simultaneously.  

22.   Another system - level factor contributing to both internal and external confl ict, 
particularly in Africa and the Middle East, is the fact that state boundaries 
were set during the colonial period by European powers for their own con-
venience. As a result, state boundaries often diverge from the boundaries of 
ethnic, linguistic, and religious groups. This creates an incongruence or imbal-
ance between the state and the nation, which can be a potent source of confl ict 
by creating incentives for separatist movements or for attempts to incorporate 
a  “ displaced ”  identity group beyond a state ’ s borders (Miller,  2007 ). In addi-
tion, European powers played an important role in fanning the fl ames of 
sectarian tension between Maronite Christians, Sunni, and Sh ’ ia in nineteenth -  
to - twentieth - century Lebanon, which set the stage for the 1975 – 90 civil war 
(Makdisi,  2000 ).  

23.   These types emerge from a structured comparison of state and rebel military 
capabilities. High state and rebel military capability leads to symmetrical, 
conventional warfare. Low state and rebel military capability leads to sym-
metrical, unconventional warfare. High state and low rebel capability gener-
ates irregular warfare. Kalyvas and Balcells  (2009)  say that a fourth type (low 
state and high rebel capability) is associated with military coups. There are 
probably other examples as well, including the current war (as of Spring 2009) 
between the government of Afghanistan and the Taliban rebels.  

24.   Scholars debate whether ethnic civil wars should be treated separately from 
non - ethnic civil wars (Sambanis,  2001 ; Reynal - Querol,  2002 ). Toft ( 2003 :3), 
however, maintains that two - thirds of all armed confl ict involves some ethnic 
component.  

25.   Note that the civil war literature tends to look at rebels rather than rebel 
leaders at the individual level. This focus marks a departure from the interstate 
war literature in which the individual of analysis is often targeted on state 
decision - makers.  

26.   The application of the security dilemma concept to civil wars is one of those 
areas in which interstate and intrastate confl ict explanations overlap quite 
concretely (Posen,  1993 ; Lake and Rothchild,  1998 ).         

 



 Conclusion: Refl ections on 
Levels, Causes, and War     

8

     We have now completed our review of some of the leading theories of war 
and peace.  Causes of War  makes no attempt to be exhaustive and incorpo-
rate all theories of war. That would be a near - impossible task, given the 
voluminous scholarship produced on the subject in many disciplines and in 
many countries over the centuries. Rather, we have focused on some of the 
most infl uential theories of the causes of war and the conditions for peace 
advanced by international relations theorists, and supplemented that with 
a discussion of some related work from other disciplines. We have organ-
ized our survey of theories around a levels - of - analysis framework. For each 
level of analysis, we summarized the major theories, identifi ed key variables 
and the causal paths through which they contribute war or to peace, sug-
gested some historical examples, and noted some of the evidentiary and 
analytic problems raised by these theories. 

 At the system level, we began with an overview of realism, including its 
classical, structural, and neoclassical variants. Each of these realist theories 
incorporates some form of balance of power theory, which we then exam-
ined in some detail. After contrasting balance of power theories and hege-
monic theories, we then analyzed two of the leading forms of hegemonic 
theory  –  power transition theory and long - cycle theory. Shifting from the 
overall structure of the international system to the dyadic interactions 
between pairs of states, we examined the rivalry approach to the study of 
international confl ict, the  “ steps - to - war ”  model, the  “ bargaining model of 
war, ”  and theories of economic interdependence and peace. 

 Our next task was to look inside the state and analyze several theories 
of war that give causal primacy to state -  and societal - level factors. We began 
with a brief survey of Marxist – Leninist international theories and the argu-
ment that imperialism and war are driven by the interests of the capitalist 
class. That led to an examination of Schumpeter ’ s argument that state 
policy was controlled not by a capitalist class, for which war is costly, but 
by military elites whose primary goal is maintaining their own position of 
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power. Next was a survey of various coalitional theories, which emphasize 
that state grand strategies are each the product of bargaining between 
opposing coalitions of economically self - interested domestic groups. The 
discussion of societal - level theories continued with an examination of the 
 “ diversionary theory of war, ”  the  “ democratic peace, ”  and the  “ clash of 
civilizations ”  thesis. 

 Turning to decision - making at the individual, organizational, and small -
 group levels, we began our discussion of individual - level theories with an 
analysis of rational decision - making. We then considered a variety of psy-
chological models that depart from one or more elements of an ideal - type 
rational decision - making process. After emphasizing the importance of 
misperceptions by tracing the causal paths through which they can lead to 
war, we analyzed how the content of individual belief systems and the 
nature of information processing (including the impact of both cognitive 
and emotional factors) help to generate those misperceptions. We described 
prospect theory and the sources of propensities toward taking risks, exam-
ined poliheuristic theory, and ended with a discussion of crisis decision - 
making. 

 In our survey of decision - making at the organizational level, we focused 
on theories of bureaucratic politics and organizational processes. We then 
took a closer look at how the key variables in these general theories of 
decision - making might contribute to the processes leading to war. We 
examined the impact of bureaucratic politics on state strategies and on the 
distortion of information, and the impact of organizational routines on 
policy rigidity. Our review of decision - making theories ended with a discus-
sion of the dynamics of small - group behavior and its implications for 
international confl ict. 

 We followed this analysis of theories of interstate war with a brief survey 
of some of the leading theories of civil war. This survey began with a dis-
cussion of the debate about  “ old wars ”  and  “ new wars, ”  which provided 
a useful transition from the earlier focus on interstate wars. We examined 
economic theories of civil wars and then the  “ greed versus grievance ”  
debate, giving attention both to the opportunities for war and the motiva-
tions for war. We also looked at systemic and dyadic effects, including the 
ways in which the post - 1945 international systems created an environment 
that was conducive to the survival of weak states, which are those most 
prone to civil war.  

  Refl ections on the Levels of Analysis 

 Since  Causes of War  relies upon the levels - of - analysis framework to organ-
ize the presentation of theories of the causes of war, it would be useful to 
refl ect on the utility of that framework. The levels of analysis have generally 
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served us well in our survey of the causes of interstate war, by helping us 
to group similar causal factors in the same category for the purposes of 
organizing our review. 1  We fi nd it more useful than alternative organizing 
schemes, such as one distinguishing realist and liberal frameworks or ration-
alist and constructivist approaches. 2  Among other things, none of these 
organizing frameworks makes it easy to incorporate decision - making 
theories at the individual, organizational, and small - group levels. Of the 
approaches mentioned above, only constructivist approaches really allow 
for non - rationalist infl uences on decision - making, and many constructivists 
ignore psychological variables altogether. 3  

 As we noted in chapter  1 , the levels - of - analysis framework works better 
as a system for classifying variables than for classifying theories. Many 
theories incorporate variables from more than one level of analysis, and 
many theories have important variations, each of which gives causal priority 
to variables at different levels. The most infl uential variant of the liberal 
theory of economic interdependence and peace, for example, gives causal 
priority to the dyadic interactions of states, but the theory also incorporates 
hypotheses about the structure of the international political economy and 
the role of domestic political pressure groups. Neoclassical realist theories 
include both system - level and nation - state level causal factors. 

 For this reason, the levels - of - analysis typology works particularly well 
for  “ monocausal ”  theories that emphasize a single causal variable or at 
least one dominant concept, 4  such as economic class in Marxist – Leninist 
theory or disagreements about relative power in Blainey ’ s  (1988)  theory. 5  
The framework also works well for theories that emphasize a set of inter-
related causal variables from a single level of analysis. There is little ambi-
guity, for example, in classifying balance of power theory at the system - level 
(global or regional), the infl uence of regime type at the state and societal 
level, or psychological theories at the individual level of causation. 

 At fi rst, many applications of the levels - of - analysis framework to ques-
tions of war and peace or foreign policy behavior focused on the question 
of  “ which level is most important? ”  or the related question of  “ what is the 
relative contribution of different levels to the outbreak of war? ”  This ques-
tion refl ected the variable - oriented rather than the theory - oriented bias of 
the levels - of - analysis framework. Several decades of theoretical and empiri-
cal analysis, however, have not led to any consensus among scholars on the 
relative importance of causal variables at different levels of analysis. Both 
statistical studies of large numbers of cases and comparative historical 
studies of a more modest number of cases have failed to identify any single 
causal variable that can explain a substantial amount of the variance in war 
and peace. 6  Most correlations between causal variables and the outbreak 
of war are modest at best (Bennett and Stam,  2004 ). 

 For the handful of hypotheses where empirical correlations are high, 
such as the near absence of wars between democracies, there is often little 
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agreement on precisely  how  to explain the empirical regularity, on the 
precise causal mechanism(s) leading from one variable to the other, or even 
on the direction of causality. The interdemocratic peace thus remains a 
strong empirical regularity in search of a theory to explain it. As we noted 
earlier, claims that the democratic peace is the closest thing we have to an 
empirical law in international relations says as much or more about the 
state of international theory and the complexity of the world as it does 
about the democratic peace. 

 There are other hypotheses for which the empirical fi ndings of scholars 
using a particular method are mutually reinforcing, but completely at odds 
with the empirical fi ndings of scholars using a different method. Consider 
empirical research on the diversionary theory of war. Historical case studies 
generally fi nd that external scapegoating is frequently important in the 
processes leading to war, whereas statistical studies fi nd no strong relation-
ship between a leader ’ s domestic political security and the probability that 
s/he will initiate a war. 

 This lack of scholarly consensus about the causes of war and the relative 
importance of different levels of analysis is the product of several factors. 
These include the enormous complexity of the phenomenon we are trying 
to analyze, the different theoretical questions that scholars ask, the different 
types of wars they want to explain, the different theoretical preconceptions 
and methodological preferences that drive their research, and the often 
hidden assumptions in their approaches to the study of war. 

 We fi rst consider the complexity of the problem, which has many dimen-
sions. First of all, war is the outcome of the interactions of two or more 
states (or other politically organized groups), and the actions of two adver-
saries may be driven by different causal factors at different levels of analysis. 
How do we combine these into a single summary statement specifying that 
one level of analysis is more important than another? Waltz  (1959)  framed 
his distinction among three different images around the question of the 
causes of  war . War, however, is a dyadic -  or systemic - level outcome in 
terms of the unit of analysis, and the levels - of - analysis framework is not 
ideally suited to an analysis of strategic interaction. The framework is most 
useful as a typology for classifying causal variables infl uencing state foreign 
policies, which is a state - level unit of analysis. That is one reason we have 
included the dyadic unit of analysis and also the dyadic level of analysis. 
An explanation for war requires the inclusion of the variables affecting each 
state ’ s decision - making along with an explanation of the nature of the 
strategic interaction between the two states in the crisis. 

 Even within a single state, however, it may be diffi cult to say with con-
fi dence that one level of analysis is more important than others. In terms 
of more general theories of policy - making, scholars have long recognized 
that the relative importance of different levels of analysis can vary by 
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issue - area (Rosenau,  1980 :chap. 17). The impact of factors from different 
levels may vary signifi cantly between domestic and foreign policy issues and 
between security issues and different kinds of foreign policy issues. Indi-
vidual political leaders usually have a greater infl uence on foreign policy 
than on domestic policy. 7  Within foreign policy issues, we might hypothe-
size that domestic groups generally have a greater impact on international 
economic, environmental, and human rights policies than on security poli-
cies. Within security policy issues, which are the primary concerns here, we 
might hypothesize that societal and bureaucratic factors probably have a 
greater impact on decisions regarding the size or allocation of the defense 
budget than on decisions to use military force. These are hypotheses to be 
tested, however, rather than confi rmed empirical generalizations. 

 With respect to war, it is conceivable that different types of war have 
different causes, and that different causal variables have a different impact 
on different types of wars. Societal - level variables probably have a greater 
impact on the onset of civil wars and colonial wars than on interstate wars, 
while system - level and individual - level factors probably have a greater 
impact on interstate wars than they do on civil wars (though recall the 
argument about system - level selection of weak states out of the system 
before 1945 but not after that, and the impact of emotions on the outbreak 
of civil wars). Within the category of interstate wars, system - level variables 
probably have a greater impact on great power wars between the leading 
states in the system than on wars between weaker states, and on general or 
global wars than on other great power wars. 8  Each of these statements, 
however, should be considered a hypothesis to be investigated rather than 
a well - confi rmed research fi nding. If the relative impact of different levels 
of analysis were found to vary for different types of wars, however, the 
implication would be that we would need different types of theories for 
different types of wars  –  or, ideally, a more complex theory that specifi ed 
what factors are most important for what kinds of wars. 9  

 The importance of level of analysis also varies by regime type and by 
level of economic development (Rosenau,  1980 :chap. 17). Individual politi-
cal leaders have a greater impact on foreign policy in autocratic regimes 
than in democratic regimes, in personalist regimes than in oligarchic regimes, 
and in presidential regimes than in parliamentary regimes. Individual leaders 
probably have a less infl uential role in advanced industrial states than they 
do in developing states. The relationship gets more complicated still, as 
regime type interacts with level of economic development. Economic devel-
opment promotes democracy (Lipset,  1959 ), and democracy (and especially 
the property rights that tend to be associated with it) tends to promote 
economic development (North and Weingast,  1989 ). 

 The regime type example is a good illustration of the fact that the causal 
importance of variables at one level of analysis may be a function of the 
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values of variables at other levels of analysis. The likelihood of a dyadic 
rivalry emerging between two states often depends on the structure of 
regional and global systems in which it is embedded. If the two states are 
the two strongest states in a region, in adjacent regions, or in the global 
system, they are likely to become rivals. The likelihood of a particular 
rivalry leading to war may be signifi cantly infl uenced by variables at the 
state and societal level of analysis, including the domestic political security 
of state leaders and their willingness to manipulate the rivalry to enhance 
their domestic political support (Colaresi,  2005 ). 10  

 To take another example, hypotheses on preventive war emphasize a 
state ’ s perception of the rising power of an adversary, the anticipation of 
a signifi cant shift in relative power, and the fear of a risk of war under 
worse circumstances later, which generate an incentive for a preventive war 
strategy based on better - now - than - later logic. Although conditions like this 
arise fairly frequently, states only occasionally resort to preventive war 
strategies. Adverse power shifts do not automatically lead to war (Lemke, 
 2003 ). To explain when they do and when they do not requires the incor-
poration of political leaders ’  calculations of the costs, risks, and benefi ts of 
war now and the costs, risks, and benefi ts of war later. These calculations 
often involve leaders ’  domestic political security, their time horizons, and 
their propensities for risk taking (Levy,  2008a ). Time horizons and attitudes 
toward risk are particularly diffi cult to evaluate. Such calculations are 
common in many or most situations involving decisions for war, but the 
stark choices in preventive war situations make them all the more salient. 

 The need to incorporate factors from different levels of analysis is based 
on the need for a logically complete theory as well as on the goal of increas-
ing the amount of variance explained. Some hypotheses about the relation-
ship between the polarity of the international system and the stability of the 
system, for example, suggest that one key intervening variable is the 
responses of states to uncertainty (Bueno de Mesquita and Lalman,  1992 ). 
The argument that the clarity of a bipolar world reduces the danger of war 
implies that uncertainty promotes misperceptions and war, whereas the 
argument that multipolarity deters aggression because it increases the 
number of possible coalitions that might form against an aggressor implies 
that uncertainty induces caution. A theoretically complete explanation of 
polarity and stability thus requires the incorporation of responses to uncer-
tainty, which derives from the individual or possibly state level of analysis. 

 Complicating things still further, especially for the purposes of develop-
ing a general theory of war or even of great power war, is the fact that the 
causes of war may vary across historical periods. 11  Economic factors might 
have been more important in the seventeenth and eighteenth century than 
in the nineteenth century, in part because of mercantilist ideology (Luard, 
 1986 ; K. Holsti,  1991 ). The distribution of power in the system has a 
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different impact on the probability of great power war in the nuclear era 
than in previous historical eras, because nuclear deterrence provides weaker 
nuclear states a degree of protection against stronger nuclear states that 
weaker states did not previously possess, and more generally because mili-
tary power does not translate quite as directly into political infl uence in the 
nuclear era as it did in earlier eras. Deterrence has also been reinforced 
by the  “ taboo ”  that has developed against the use of nuclear weapons 
(Tannenwald,  2007 ). Individual political leaders probably had a greater 
impact on the onset of great power war several centuries ago, before the 
rise of bureaucratic state structures and mass politics, while the infl uence 
of societal factors has probably increased with the rise of mass politics in 
the nineteenth and twentieth centuries. 

 This last example suggests another dimension of complexity: a given 
variable, broadly defi ned, might infl uence war through different mecha-
nisms in different periods. Economic factors may infl uence war and peace 
in different ways in mercantilist systems and in liberal free - trade systems. 
Deterrence may work differently in the pre - nuclear era than in the nuclear 
era. Although the coercive use of force has always been an instrument of 
policy, deterrence through the threat of punishment is more powerful in the 
nuclear era than it was in previous eras. 

 Leaving macro - historical changes aside, causal variables at different 
levels of analysis can vary over time in the processes leading to specifi c wars. 
Most wars do not arise out of the blue but instead refl ect a process that 
plays out over time. Confl icts of interest can lead to rivalry, the combina-
tion of both can lead to disputes, disputes lead to crises, and crises some-
times escalate to war (Bremer and Cusack,  1995 ). A given causal variable, 
or different combinations of causal variables, may have a different impact 
at different stages of escalation, and the same variable can have the opposite 
effects at different times. A state facing a stronger adversary in an ongoing 
rivalry might build up its armaments in the early stages of a dispute, which 
can trigger a confl ict spiral that increases the risks of war, while the same 
state might behave in a more conciliatory fashion as war draws closer, in 
the hope of heading off the war. In either situation, however, the outcome 
is dependent on the strategic reaction of the adversary. 12  

 One way of thinking about the different stages of confl ict escalation is 
to differentiate between proximate (or immediate) causes and distant (or 
remote or underlying) causes, a distinction fi rst suggested by Aristotle. In 
the aggregate, broad system - , economic - , or societal - level forces probably 
have a greater impact than particular individuals on the formation of rival-
ries and/or on the underlying processes leading to war, while the impact of 
individuals, including their misperceptions of the adversary ’ s capabilities 
and intentions, usually increases as a dispute or crisis moves closer to fi nal 
decisions for war. 
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 In the 1990 – 91 Gulf War, for example, system - level strategic and eco-
nomic factors had a strong impact on the US decision to send troops to 
Saudi Arabia in response to Iraq ’ s invasion of Kuwait in August 1990, in 
order to contain the Iraqi threat to the stability of the balance of power in 
the Middle East and to world oil markets. 13  Individual - level factors, in the 
form of President George H.W. Bush ’ s belief system, probably had a lesser 
impact. Individual factors probably played a more signifi cant role in the US 
decision to initiate the air war and then ground war against Iraq in January 
1991. There is a high probability that most any other American president 
would have taken strong action in response to the initial Iraqi invasion. 
There is a lower probability that another president would have decided on 
an air war in January 1991, rather than fi rst wait to see if economic sanc-
tions would work to induce Iraq to withdraw from Kuwait. 

 It is not always true, however, that individual - level factors are more 
important than system - level factors in the immediate processes leading to 
war. System structures not only generate rivalries between states, and arms 
races between rivals; they may also induce a state to undertake a preemptive 
or preventive attack in a crisis situation. Cultural and religious differences 
between states can also help generate interstate rivalries, while also creating 
images of the inevitability of war that lead to preemption or prevention. 
Xenophobic public opinion can both preclude leaders from making impor-
tant compromises that might avert or resolve a dispute in its early stages, 
and push leaders into a war that they prefer to avoid at the peak of a crisis. 

 In addition, individuals sometimes play a key role in the early stages of 
a confl ict episode by making decisions that send a state down the path to 
war. A good test of this hypothesis, at least in individual historical cases, 
is an analysis of the counterfactual question of whether the war would still 
have occurred if another leader had been in power. Most analysts argue, 
for example, that if Al Gore rather than George W. Bush had been president 
at the time of the September 11, 2001, terrorist attacks on the United States, 
the US would probably not have invaded Iraq in 2003 or begun planning 
such an invasion over a year in advance. 14  

 For all of these reasons, most international relations analysts have shifted 
away from the question of  “ which level is most important? ”  They have 
increasingly come to believe that theories of war and peace and other phe-
nomena in international politics need to draw on variables from multiple 
levels of analysis. 15  This raises the question of exactly how variables from 
different levels of analysis (or from the same level, for that matter) combine 
to increase the probability of war or to promote peace. International rela-
tions scholars are not always careful to specify exactly what forms these 
combinations take or to carefully think through whether their statistical 
models of confl ict accurately refl ect the actual combinations in the real 
world. 
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  Multiple  p aths to  w ar 

 Implicit in our discussion of theories of the causes of war, and in our refl ec-
tions on the  “ which - level - is - most - important? ”  question guiding many 
applications of the levels - of - analysis framework, is the likelihood that no 
single theory is correct and that there are multiple causal paths through 
which war can occur. The primary process leading to one war might be a 
confl ict spiral generated by security fears (the 1967 Arab – Israeli War, for 
example), while the primary factors leading to other wars might be fears 
of an adverse shift in relative power (the 431 BCE Peloponnesian War), 
external scapegoating to divert public attention from domestic problems 
(the 1982 Falklands/Malvinas War), the ambitions of an individual leader 
(Hitler and World War II), and so on. The possibility that the same outcome 
can arise from different causal paths is known as  equifi nality . 

 International relations scholars have increasingly come to recognize the 
existence of  multiple paths to war . Rationalists recognize three distinct 
rationalist paths to war, 16  and many rationalists concede that some wars 
might occur through non - rationalist processes. Senese and Vasquez  (2008)  
construct a steps - to - war model of war but state explicitly that this is only 
one of many paths to war. Some more qualitatively oriented international 
relations scholars have begun to adopt the notion of  multiple conjunctural 
causation  (Ragin,  1987 ), which suggests that causation is the product of 
combinations of variables and that different combinations can lead to the 
same outcome. 17  

 The concept of multiple causal paths raises additional complications in 
the study of war. Among other things, while scholars have increasingly 
acknowledged the existence of multiple paths to war, they have yet to defi ne 
the concept. Social scientists interested in theorizing about empirical regu-
larities or patterns of behavior will presumably not equate a path to war 
with a series of events, but instead will want to defi ne the concept of causal 
path in terms of a distinctive combination of causal variables that lead to 
a particular outcome. But how broadly should a path be defi ned? In Senese 
and Vasquez ’ s  (2008)  steps - to - war model, for example, do territorial dis-
putes constitute one path to war, territorial disputes between rivals another, 
territorial disputes between rivals drawing in allies still another, and so on, 
or do all possible combinations of each of these variables, which they call 
the  “ realist road to war, ”  constitute a single path to war? Is there a general 
 “ domestic path to war, ”  or do diversionary behavior, pressure from infl u-
ential economic groups, and ideological hostility constitute distinct paths 
to war? Is a particular combination of variables enough to defi ne a path to 
war, or is the temporal sequence of variables important? 18  

 The more narrowly we defi ne a path to war, the more paths to war we 
fi nd. The more paths we identify, the further we move (after a point) away 
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from theory and the closer to the view of most historians that each war (or 
other historical episode) is unique. 19  The question is not how many paths 
to war there  “ really are, ”  but what conceptual defi nition is most useful in 
helping us understand the causes of war. Another question is how  “ com-
plete ”  a causal path must be. Should a causal path include  all  the factors 
that  “ cause ”  the war to occur, and by that do we mean the complete set 
of conditions and processes that are jointly suffi cient for war? Or should 
we defi ne a causal path as a set of factors that make war highly probable? 
If the latter, what threshold of probability is appropriate? 

 These questions illuminate an important divide between researchers in 
different methodologically defi ned research communities, particularly one 
between those whose primary aim is to develop theoretical generalizations 
about war and peace and those whose primary aim is to provide the  “ best ”  
interpretation of a particular war or the absence of war.   

  Theoretical Generalization and Historical Interpretation 

 It is useful to begin with an important disciplinary distinction between 
historians and political scientists. Most historians are primarily interested 
in explaining particular historical events or temporally - bounded sequences 
of events, while most political scientists are primarily interested in con-
structing and testing theoretical generalizations (Levy,  2001 ). 20  These dif-
ferences derive in part from professional training and in part from different 
conceptions of how the world works and how best to study it. Most his-
torians tend to see historical events as unique and aim to provide  “ total ”  
explanations of individual cases. They tend to be relatively uninterested in 
constructing general theories and skeptical about the very possibility of a 
single, widely applicable theory. 21  

 Most political scientists (and other social scientists) see patterns as well 
as idiosyncrasies. They are more interested in testing theoretical generaliza-
tions about these patterns than in explaining particular historical episodes. 
Many political scientists recognize that there is some element of unpredict-
ability in the world, and they model theories in probabilistic terms, test 
those theories with statistical methods, and include an  “ error term ”  that 
incorporates other variables that might affect some outcomes but that are 
not systematically important enough to include in their models. 22  Research-
ers using statistical methods generally seek to estimate the average effects 
of different variables in large numbers of cases, not to fully explain the 
outcomes in any particular case (King, Keohane, and Verba,  1994 ). 23  They 
try to explain as much of the variance in war as possible, or to generate 
the best predictions of the likelihood of war under different conditions, and 
to do so with a modest number of theoretical variables. Statistical models 
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use statistical criteria to assess whether the increase in explanatory power 
generated by adding more variables is warranted by the additional complex-
ity of the model, assuming that for a given level of explanatory power the 
fewer the number of a model ’ s assumptions the better. 24  

 While many political scientists use statistical methods, many others 
prefer to do historical case studies. They fall somewhere between statisti-
cally oriented political scientists and historians. They have a social science 
orientation, and their ultimate aim is often to contribute to the development 
of theory and not just to explain a particular historical episode. But they 
often view the explanation of a small set of individual cases as a useful fi rst 
step in the theory - building process. Their immediate aim is to explain the 
case, using the leverage provided by the comparative method to do so. 25  

 Historically oriented political scientists often start with a preliminary 
theory to guide their case studies. They then often use the fi ndings from 
their case studies to modify their theories, and they then move on to other 
cases (George and Smoke,  1974 ; George and Bennett,  2005 ). They recog-
nize, however, that the cases they select for the next test of the theory must 
include data that are different from the data that were used to generate the 
theory (Lakatos,  1970 ; Elman and Elman,  2003 ). 

 In the process of explaining particular historical events or temporally 
bound series of events, case study researchers usually insist on providing 
complete explanations rather than probabilistic explanations. These expla-
nations generally involve the specifi cation of the conditions that are neces-
sary for a particular outcome and those that are jointly suffi cient for the 
outcome. As Mahoney, Kimball, and Koivu ( 2009 :117) write, refl ecting an 
increasingly common view among qualitative methodologists, in  “ historical 
explanation  …  researchers tend to view causes as necessary and/or suffi cient 
for outcomes of interest. ”  26  Thus statistical methods and historical methods 
generally involve different conceptions about the nature of causality. 27  

 One can certainly fi nd interpretations of the causes of individual wars 
that specify one or more necessary conditions. 28  It is relatively rare, however, 
that an interpretation specifi es that a particular factor was suffi cient for a 
particular war. Although underlying structural conditions and relation-
ships, both international and domestic, might lead to the prediction that 
war is very likely, the tipping point in many decisions for war might be the 
idiosyncrasies of individual political leaders or internal political calculations 
that are not easily predicted. 

 It might be possible to add variables to cover all of the factors that make 
war almost certain in a given case, but that would make the explanation 
far less generalizable to other cases. This tradeoff between providing a 
detailed explanation of an individual case and one that is generalizable 
beyond a particular case or set of cases is always present, but it is particu-
larly acute if the aim is specifying conditions that are suffi cient for war. 
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 A related problem with any approach that relies on a combination of 
necessary and suffi cient conditions is that it assumes that both the outcome 
variable and the explanatory variables are dichotomous  –  a condition is 
either present or it is not. 29  This is reasonable enough for war as the 
outcome variable, and also for some explanatory variables (territorial 
dispute/no dispute, alliance/no alliance, etc.), but it is much more problem-
atic for many of the variables posited in our leading theories of war  –  the 
distribution of power in the system, perceptions of a rising adversary, 
external scapegoating, degree of ideological or religious hostility, etc. In 
addition, unlike statistical models, which facilitate the attribution of relative 
causal weight to various causal variables, models specifying necessary or 
suffi cient conditions cannot easily do this (Thompson,  2003 ). 

 This is not to say that statistical models are superior to individual or 
comparative case studies (whether or not the latter posit necessary or suf-
fi cient conditions), only that each is most useful in answering slightly dif-
ferent questions. 30  Statistical models are particularly useful for testing 
theoretical generalizations about the conditions under which war is likely 
to occur, provided that it is possible to measure key variables in a large 
number of cases. They are less useful, however, in helping to explain indi-
vidual historical events. 

 Historical case studies are particularly useful for explaining the out-
break of individual wars, but they are less useful for generalizing beyond a 
specifi c case to wars in general. Historical case studies can serve a useful 
 “ hypothesis - generating ”  function, however, and in fact many important 
theoretical ideas originate from detailed historical case studies. 31  Those 
hypotheses can then be tested by statistical methods or perhaps compara-
tive methods, and in this way historical case studies can serve as a key 
component of a larger research strategy. 

 Case studies can also serve in a hypothesis - testing capacity, but some 
kinds of case studies are more useful than others for this purpose, given the 
diffi culties in generalizing from a small number of cases to a larger popula-
tion. 32  The detailed elaboration of the processes leading from a crisis to war 
(  process tracing ) can often reveal whether the empirical regularities identi-
fi ed by statistical methods refl ect a genuine causal relationship. A careful 
comparison of two very similar crises, one of which leads to war and one 
of which does not, can identify causal factors that co - vary with war and 
peace, ruling out those that are constant across cases. This method is often 
referred to as  “ controlled comparison, ”   “ paired comparison, ”   “ structured, 
focused comparison, or  “ matching. ”  Finally, if we have good theoretical 
reasons to believe that a particular case should not fi t a theory (a  “ hard ”  
or  “ least - likely ”  case), and it is demonstrated that the case does in fact fi t 
the theory, our confi dence that the theory is more generally valid is greatly 
enhanced. Similarly, cases that should fi t a theory ( “ easy ”  or  “ most - likely ”  
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cases) but that are falsifi ed by the data signifi cantly reduce our confi dence 
in the validity of the theory. 33  

 It is important to note that explanations of variations in war and peace 
and explanations for the outbreak (or not) of individual wars provide 
answers to slightly different questions about the causes of war. Different 
still are explanations for the constant recurrence of war over human history, 
which is a more abstract philosophical question. Waltz ( 1988 :20) recog-
nized this distinction when he stated that neorealist theory could explain 
 “ war ’ s dismal recurrence through the millennia ”  but  “ not  …  why particular 
wars are fought. ”  This suggests that the question of what causes war can 
be  “ unpacked ”  into three different but overlapping questions: (1) what 
causes the constant recurrence of war? (2) what causes variations in war 
and peace, or under what conditions does war occur? (3) what causes par-
ticular wars? (Suganami,  1996 : chap. 1; Black,  1998 :13 – 14; Levy,  2002 :352). 

 These different questions that people ask about war lead scholars to 
frame the problem in different ways, to begin their research with different 
preconceptions about what is important, and to adopt different methodolo-
gies and construct different research designs. To answer the question of 
what caused the 2003 Iraq war with the answer  “ human nature ”  would 
not be very satisfying. Explanations based on  “ human nature, ”  evolution-
ary processes, or international anarchy might help to explain the constant 
recurrence of war in world politics, but they cannot explain either variations 
in war and peace or the outbreak of particular wars. A historical explana-
tion of a particular war might be compelling, but it can almost certainly 
not be generalized as a theory of the conditions under which war is most 
likely to occur or as an explanation for the constant recurrence of war. 
Strong empirical regularities might be revealing about the conditions under 
which war is likely to occur, but many scholars would not accept that as 
a fully satisfactory explanation of the outbreak a particular war, especially 
of the precise timing of the war. While many scholars accept the fi nding 
that democracies rarely if ever fi ght each other, we would probably not be 
content with that as a complete explanation for why Anglo – American crises 
during a period of power transition in the 1890s did not lead to war. 

 We do not mean to suggest that the slight differences in the questions 
that scholars in different research communities ask about war preclude 
them from learning from each other or from combining multiple approaches 
in their study of war. Quite to the contrary, differences between approaches 
make such an integration between them all the more necessary, as long as 
scholars understand the nature of their differences. Social scientists are 
increasingly coming around to the view that the application of several 
different methods to a given question is likely to likely to increase our 
understanding of a phenomenon. Each method has its own distinctive 
strengths and limitations, and the use of multiple methods allows us to use 
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the strengths of each to compensate for the weakness of the other. 34  If a 
hypothesis is confi rmed by the applications of different methods, our con-
fi dence in the hypothesis is increased. Despite this agreement in principle 
on the benefi ts of methodological pluralism, there is less agreement on the 
question of exactly  how  different methods can be combined with optimum 
effect. Recently, however, this question has begun to attract attention from 
political methodologists and applied researchers (George and Bennett, 
 2005 ; Fearon and Laitin,  2008 ). 

 Now that the reader has waded through a few hundred pages on the 
causes of war, s/he might be discouraged to realize that this book has gener-
ated more questions than answers. We have emphasized that scholars have 
identifi ed relatively few strong patterns in the processes leading to war or 
sustaining peace. Where there are strong patterns  –  democracies rarely if 
ever fi ght each other, most wars involve territorial disputes but most territo-
rial disputes do not to lead to war, most wars are between strategic rivals, 
strong imbalances of power between two states is associated with peace 
between them  –  our theoretical explanations for these patterns are often 
weak. Where our theoretical explanations are plausible, they concern pieces 
of the puzzle of war rather than an integrated theory of war. 

 The search for a comprehensive theory of war has been an elusive task. 
Some continue to seek an overarching theory of war  –  for example, a realist 
theory based on state power and interest or a rationalist bargaining model 
of war. Others have recognized that perhaps a more realistic goal, at least 
in the short term, is a number of more limited theories, with the hope that 
the accumulation of such theories might eventually lead to a grand theory 
of war, but with the recognition that even limited theory improves our 
understanding. This parallels Guetzkow ’ s  (1950)  argument  –  with respect 
to international relations theory as a whole  –  that our immediate aim should 
be  “ islands of theory. ”  In the six decades since Guetzkow ’ s plea, however, 
as a fi eld, we have only a limit number of islands of theory, or at least 
islands of empirically confi rmed theory. As Vasquez ( 2000 :367) notes, the 
state of our knowledge of war and peace is better described as  “ islands of 
fi ndings. ”  

 Some will attribute the limitations in our knowledge to the lack of imagi-
nation of scholars in constructing theories, or perhaps to limitations in 
existing methodologies for testing our theories. That may be true to some 
extent, as the development in the last three decades of more rigorous theo-
ries and more sophisticate methodologies  –  both quantitative and qualita-
tive  –  for testing those theories has contributed to an increased understanding 
of war. The fact that our understanding is still limited, however, refl ects 
the complexity of the world we are trying to explain as much as limitations 
in our theory and methodologies. 
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 Einstein might have been right that  “ God does not play dice with the 
universe. ”  We suspect, however, that Bernstein et al.  (2000)  are right 
that  “ God gave physics the easy problems, ”  and that the social world is 
even more complex than the physical world. War is hardly an exception. 
Clausewitz  ([1832]1976)  was right that there is a  “ fog of war, ”  and a fog 
of peace as well. That fog complicates the conduct of war and impedes our 
comprehension of war, particularly its causes. The collective efforts of 
scholars in recent decades have helped to dissipate the fog to some extent. 
Further progress is anticipated, warranted, and needed, but it is not clear 
that the fog of war will ever lift completely. An appreciation of the nature 
of past efforts to make sense of the causes of war is a necessary but not 
suffi cient foundation for further progress, and for further efforts to reduce 
the incidence of war and to mitigate its effects. We hope that this book has 
contributed to that foundation.  

  Notes  

1.  Recall that the levels - of - analysis framework is a system for classifying causal 
variables, not a theory of war.  

2.   After the  “ realist – idealist ”  debate following World War II (Carr,  1940 ; Herz, 
 1951 ), the most common paradigmatic distinction in the international rela-
tions fi eld was between realist, liberal, and Marxist approaches (Gilpin,  1975 ), 
and then just realism and liberalism (Baldwin,  1993 ). By 2000 or so, that 
distinction had generally been supplanted by the distinction between rational-
ist and constructivist approaches (Ruggie,  1998 ; Fearon and Wendt,  2002 ). 
For a critical view of the common conception of the history of the fi eld as a 
series of great debates, see Schmidt  (2002) .  

3.   Until recently most constructivist approaches gave relatively little importance 
to individual - level factors. Early constructivist approaches emphasized struc-
tural determinants of  social  constructions of reality and minimized the effects 
of individual agency. Wendt  (1999)  quite self - consciously presented a struc-
tural/ideational theory of international politics. It is important to note that 
constructivists are less accepting of the analytic distinction among levels of 
analysis. They emphasize instead that structure and agency are mutually con-
stituted and incapable of really being defi ned without the other. We, on the 
other hand, argue that it is useful to analytically distinguish between different 
levels, and then to analyze the causal (as opposed to constitutive) relationship 
between variables at different levels.  

4.   As we have repeated many times, however, any individual -  and state/societal -
 level theory of war must include some dyadic or systemic component in order 
to explain war as a product of the interaction of states. This does not neces-
sarily mean, however that the system or dyadic component carries the greatest 
causal weight. A variable  x  may be a necessary condition for outcome  y , but 
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that does not mean that  x  is the primary cause of  y  (Goertz and Levy,  2007 : 
chap. 2). Any explanation of the 2003 Iraq War, for example, must include 
Iraqi as well as American behavior and the bargaining between the two states, 
but in most interpretations the greatest causal weight goes to individual and 
nation - state level variables on the American side.  

5.   Bargaining takes place between and within organizations, state agencies, 
states, and within international organizations, and thus applies to several dif-
ferent units of analysis.  

6.   Individual empirical studies may emphasize the key role of a particular vari-
able, but such studies are usually contradicted by other studies of the same 
phenomenon.  

7.   It is sometimes said that this helps to explain why, after coming to power, 
some US presidents whose greatest expertise had been on domestic policy soon 
gravitate towards foreign policy.  

8.   Of course, internal economic and political factors infl uence which states 
become great powers in the fi rst place.  

9.   This relates to the debate on the question of whether we need different theories 
for  “ big ”  wars than for  “ little ”  wars (Midlarsky,  1990 ).  

10.   If a variable at one level of analysis takes on an extreme value, then variables 
at other levels of analysis may be less important. In situations involving 
extreme external threat, a state ’ s response is less likely to refl ect the idiosyn-
crasies of individual political leaders or the particular characteristics of the 
regime. Iraq ’ s invasion of Kuwait and threat to Middle East oil supplies in 
1990 would have led to a strong US response regardless of who was president. 
Similarly, if an individual political leader has an extremely high propensity for 
taking risks, s/he is less likely to be constrained by systemic - , dyadic - , or 
societal - level factors. This is illustrated by the role of Hitler in Germany in 
the 1930s.  

11.   This refl ects the fact that different historical periods are defi ned by different 
conditions and characteristics  –  structural, technological, political, social, and 
cultural.  

12.   These variations across the stages of confl ict escalation have important impli-
cations for the consequences of different defi nitions of a historical case for the 
purposes of analyzing the causes of a particular war. The more narrow 
the temporal boundaries that a researcher uses to defi ne a case, the greater the 
weight that s/he is likely to attribute to decision - making factors. The broader 
a researcher defi nes such temporal boundaries, the greater the weight that 
s/he is likely to attribute to underlying structural, social, and cultural factors. 
A study of the causes of World War I that begins with the unifi cation of 
Germany in 1871 (as many do) is likely to give more weight to structural 
changes in the international system and the international political economy 
and less weight to decision - making than would a study that focuses on the 
July 1914 crisis, though there are exceptions (Levy,  1990/91 ).  

13.   This is in addition to the important but often neglected impact on American 
strategy of the end of the Cold War and the collapse of the Soviet Union, 
which eliminated the risk of Soviet intervention in response to the US air war 
and/or ground war.  
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14.   A counterfactual hypothesis or argument specifi es what would happen in an 
alternative world defi ned by a hypothetical change in one or more of the 
conditions in the real world. The validity of a counterfactual statement is dif-
fi cult to evaluate, since the counterfactual world does not actually exist and 
consequently we cannot know for sure if that world would have turned out 
as predicted. That said, we can evaluate counterfactuals in term of the clarity 
of their predictions, the plausibility of the hypothesized antecedent, and the 
conditional probability of the hypothesized consequent given the antecedent 
(Levy,  2008c ). The plausibility of the antecedent is often evaluated in terms 
of the  “ minimal rewrite of history ”  rule: the fewer things one has to change 
to get from the real world to the counterfactual world, the better the counter-
factual. The Gore counterfactual is a good one because only a minuscule 
change in the number of votes in the 2000 election would have led to a Gore 
victory, and because it is quite likely, given what we know about Gore ’ s belief 
system and those of the kinds of advisors he was most likely to select, that he 
would have acted differently than Bush after the 9/11 attacks and not author-
ized the invasion of Iraq. For a different view, see Harvey ( 2008 ).  

15.   It is not just a matter of adding variables, but adding them in a way that 
creates a logically consistent and theoretically integrated model of war. Some 
scholars argue that since bargaining takes place at multiple levels, a rational/
strategic bargaining model might provide a framework for unifying processes 
at different levels (Milner,  1991 ; Wagner,  2007 ). Others emphasize the utility 
of a cultural framework (Lebow,  2008 ).  

16.   The three rationalist paths to war are private information and incentives 
to misrepresent that information, commitments problems, and indivisible 
issues. We might add a fourth, by incorporating domestic processes into a 
rational but non - unitary actor model. One effort in this direction is Tarar 
 (2006) .  

17.   This concept has been particularly infl uential in comparative politics, and has 
led to research designs based on Boolean or fuzzy - set methods (Ragin,  1987; 
2000 ).  

18.   Recall that Senese and Vasquez  (2008)  specify different combinations of vari-
ables but not the different sequences in which a given combination might 
appear.  

19.   This view is shared by radical constructivists, who question the very possibility 
of a theory that can be tested against a theoretically neutral body of 
evidence.  

20.   Students might refl ect on whether their own experience in history and political 
science courses is consistent with this generalization.  

21.   These are broad generalizations. We recognize that differences within each 
discipline are often greater than differences between them.  

22.   Some argue that in the end the difference between war and peace are random 
factors captured by the error term. If the bargaining model of war is correct, 
and if political leaders understand that model, they will have already taken 
into account the all of the factors specifi ed in the model, and adjusted their 
bargaining strategies accordingly. Thus  “ war is in the error term ”  (Gartzke, 
 1999 ).  
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23.   The use of statistical methods in the study of political history was infl uential 
at one time (e.g., Fogel,  1964 ), but the infl uence of such methods subsequently 
declined.  

24.   This is the defi nition of parsimony: explaining more with less.  
25.   As Mahoney, Kimball, and Koivu ( 2009 :216) argue, in historical explanation, 

the explanation of specifi c past occurrences is primary, and  “ the question of 
whether and how the resulting explanation might then be generalized is a 
secondary concern. ”   

26.   A  suffi cient condition  takes the form  “ if  x , then  y . ”  To say that a causal factor 
is suffi cient for war means that if the factor is present war will follow, regard-
less of what other factors are present or absent. A  necessary condition  takes 
the form  “ if not  x , then not  y . ”  To say that a causal factor is necessary for 
war means that in the absence of that factor war will not occur. Note that 
statements of necessary conditions are often expressed in different ways: a 
particular factor was a  “ permissive condition, ”  that it  “ made the outcome 
possible, ”  or that  “ absent  x ,  y  would not have occurred. ”   

27.   Statistically oriented researchers generally adopt a  “ regularity ”  conception of 
causation, which is most commonly associated with the philosopher David 
Hume  ([1748]1902)  and which associates causality with  “ constant conjunc-
tion ”  (or correlation), temporal precedence, and non - spuriousness (ensuring 
that observed correlations are truly causal and that they are not the product 
of third variables that co - vary with both the independent variable and the 
causal variable). Case study researchers tend to conceive of causality in terms 
of necessary condition counterfactuals, an approach that is associated with D. 
Lewis  (1973) . See also Mahoney and Goertz  (2006)  and Goertz and Levy 
( 2007 :10 – 15). On the nature of historical explanation, see Dray  (1957) .  

28.   An example is Lebow ’ s  (2000/01)  argument that World War I was the product 
of the confl uence of several underlying structural conditions and the assassina-
tion of the Austrian Archduke. Lebow argues each was a necessary condition 
for the war and that both the unstable international structure and the spark 
provided by the assassination were equally important for Europe to explode 
into a continental war. For an argument that structural conditions are gener-
ally more important than catalysts, and that in the absence of one catalyst 
another will probably arise and lead to the same outcome, see Thompson 
 (2003) . For an argument that German leaders wanted a continental war and 
that in the absence of the assassination they would have found another way 
to provoke a war before 1917, see Levy ( 1990/91 ;  2008c :640).  

29.   For a more probabilistic approach to the analysis of necessary and suffi cient 
conditions, one that uses  “ fuzzy ”  set logic, see Ragin  (2000) .  

30.   The different aims of quantitative and qualitative researchers refl ect differences 
in professional training and also different conceptions of what constitutes a 
good theory, particularly the optimum tradeoffs between the analytic power 
and predictive utility of parsimonious theories and the descriptive richness of 
more complex theories.  

31.   Details about the role of rigid railway time - tables and military plans in World 
War I, for example, helped to generated hypotheses about the impact of 
organizational routines on war.  
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32.   On the hypothesis - testing role of case studies, see George and Bennett  (2005)  
and Levy  (2008b) .  

33.   As we noted in chapter  5 , the fact that Allison and Zelikow  (1999)  could 
demonstrate that the Cuban missile crisis  –  which should be an easy case for 
the rational state actor model and a diffi cult case for the organizational/
bureaucratic model  –  raised substantial doubts about the generalizability of 
the former and provided enormous plausibility for the latter. On  “ easy ”  and 
 “ hard ”  cases, see Van Evera  (1997) , George and Bennett  (2005) , and Levy 
( 2008b :12–13).  

34.   Two issues that have successfully been examined through a combination of 
statistical and case study methods and formal game - theoretic models are the 
democratic peace and the diversionary theory of war.          
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Milošević, Slobodan 102
Milward, Alan 81n.35
Mintz, Alex 154
misperceptions 134–8, 174
Modelski, George 48
Moltke, Helmuth von 160n.39, 169, 

172, 174, 184n.12, 185n.18
monadic level 26n.33
Monsbach, Richard W. 60
Montesquieu, Charles de Secondat, 

baron de 70
Morgenthau, Hans J. 28, 32, 53n.22, 

91, 104
Morton, Jeffrey S. 84
motivated biases 141, 148–50
motivation–opportunity dispute, civil 

wars 187, 188, 197–8, 200–1
Mousseau, Michael 75
multiple conjunctural causation 213
multiple paths to war 213–14
multipolar systems 32–3, 40, 52n.12
Mumbai terrorist attack 4
Munich analogy 146, 147
Münkler, Herfried 203n.11
myths, strategic 94

Napoleon III (Louis Napoleon) 101
Napoleon Bonaparte 41
Napoleonic Wars 7, 23n.8
Narizny, Kevin 96–8, 99
Nasser, Gamal Abdel 176
nationalism 76, 83
nation-states 7, 14–15, 26n.33
NATO 40, 56
necessary conditions for war 215–16
negotiating strategies 58



Index 275

neo-Marxism 81n.32
neorealism 31–4, 37–8, 42, 207, 217
Netherlands 43, 49, 90
newgroup syndrome 181
non-compensatory decision-making 

153–5
North Atlantic Treaty Organization 

40, 56
nuclear weapons 1, 4

Cold War 45
Cuban missile crisis 184n.14
economic interdependence and 

confl ict, theories of 81n.35
great power wars, absence of 12
Iraq 6, 160n.42
power distribution 211
power transition theory 45
steps-to-war model 61

Nye Committee 121n.11

Obama, Barack 115
offense–defense theory 36–7
offensive realism 35–7, 42, 62–3
offshore balancers 43
oil 87
Oneal, John R. 120
one percent doctrine 160–1n.42
onset–duration problem, civil wars 

188, 201
operational code concept 139
opium 192
opportunity, civil wars 193–5
opportunity cost hypothesis 72, 73–4, 

76
organizational level of decision-making 

15, 26n.33, 162, 206
bureaucratic politics and 

organizational process models 
162–8

causal links to war 168–80
civil wars 193
information distortion 174–6
organizational interests, impact on 

state strategies 168–74
organizational routines, impact on 

policy rigidity 176–80, 222n.31
small-group level of analysis 180–2

organizational process model 162–3, 
166–8, 179–80

Organski, A.F.K. 44, 45–6
overexpansion, logrolled coalitions 

93–6

Paine, Thomas 70, 104
paired comparison 216
Pakistan 4, 10, 107
Palestinian–Israeli confl icts 4, 7, 153
Paraguay 56
parsimony of a theory 51n.9
Peloponnesian War 2, 28, 33, 46, 213
perseverance of beliefs 142–3, 145–6
personal experiences of decision-

makers 147
Petersen, Roger 199–200
Philip II of Spain 41
philosophical beliefs 139
Pickett, George 125n.50
plea bargaining 80n.25
polarity, system-level theories 26n.29, 

32–3
polarization 33
policy disputes, steps-to-war model 60
poliheuristic theory of decision-making 

154–5
political psychology 134
political science 214–15
politicization of intelligence 174–5
Polybius 8, 39
population displacement 190, 191
Portugal 49
Posen, Barry R. 45, 53n.26
poverty, and civil wars 187–8, 197–8
Powell, Colin 17, 26n.36, 147, 170–1
power

balance see balance of power theory
relative see relative power
system-level theories 15

defensive realism 34, 35
neoclassical realism 37
offensive realism 36, 37
Waltzian neorealism 32, 33–4

power cycle theory 54n.34
power parity hypothesis 40
power politics see realpolitik



276 Index

power preponderance hypothesis 41
power transition theory 44–8
preemptive action 46, 54n.40, 66, 

184n.10
preference reversal, prospect theory 

151
premature cognitive closure 142–3
Pressman, Jeremy 53n.25
preventive action 4, 6, 46–7, 125n.52, 

210
private information, bargaining model 

65–6, 68, 69
privatization of war 13, 25n.26
process tracing 216
prospect theory 69, 138, 150–3, 

184n.13, 202n.6
protectionism 76
proximity 56
psychoanalytic models 134
psychological models 133–4

bargaining model 65, 68–9
beliefs and images 139–40
civil wars 199–200
misperceptions 134–8
prospect theory and risk propensity 

150–3
threat perception 140–50

radical constructivism 221n.19
rational choice theory 63–4, 

79–80n.22
bargaining model 64, 65, 66, 68
diversionary theory 123–4n.35
liberal economic theory, critique 

73–4
rational models 162–3, 207

bureaucratic process model 166
of decision-making 129, 130–3
of learning 132, 145–6
multiple paths to war 213
organizational process model 167

raw materials, Marxist–Leninist 
theories 87

Reagan, Ronald 97
realist road to war 61, 62
realist theories 15, 18, 28–31, 207

balance of power theory 38, 42

classical realism 31
defensive realism 34–5
democratic peace 104, 105
hegemonic realism 53n.22
liberal economic theory, critique 

72–3, 74–5, 76
limitations 55, 63–4
and Marxist–Leninist theories 86
neoclassical realism 37–8
offensive realism 35–7
steps-to-war model 61, 62–3
Waltzian neorealism 31–4

realpolitik (power politics) 61, 62, 63, 
78–9n.14

recurrence of war 217
reference points, prospect theory 

150–1, 152, 153
refugees 191, 195
regime type disputes 60
regional confl ict clusters 195
relative power, bargaining model 64
religious issues 67, 117, 118–19, 197
republican liberalism 69
reputational effects 79n.18
rhetorical use of history 147
Ricardo, David 70
risk propensity 149–53

bargaining model 69
levels-of-analysis framework 210, 

220n.10
misperceptions 138
prospect theory 69, 138

risky shift hypothesis 182
Ritter, Gerhard 178
rivalries see international rivalries
Robinson, Ronald 90
Rogers, J. Philip 139
Roosevelt, Franklin D. 105
Rosecrance, Richard 75
Rosenau, James N. 15
Ross, D. 161n.46
Ross, Michael L. 203n.13, 203n.16
Rousseau, Jean-Jacques 28, 31, 73
Rumsfeld, Donald 17
Russett, Bruce M. 120
Russia

clash of civilizations thesis 127n.66



Index 277

diversionary theory 101
economic nationalism 76
Georgia, war with (2008) 3, 13
Revolution 22n.3, 118, 187
World War I

coalitional models 95
economic interdependence and 

confl ict, theories of 76
imperialist rivalries 91
military organizations 169, 177, 

179
threat perception 149

Russo–Hungarian War 6
Russo–Japanese War 101
Rwanda 103, 120, 199, 203n.10

Sadat, Anwar 176
Saddam Hussein

Gulf War 26n.37, 137, 149, 
160n.35

Iraq War 7, 17, 132, 146, 149
overexpansion 95
politicization of intelligence 175
risk propensity 126n.56, 138

Salehyan, Idean 195
Sample, Susan G. 78n.11
sanctions see economic sanctions
satisfi cing, organizational process 

models 167
Saudi Arabia 10, 212
scapegoating, external 101–2, 116, 

208
Schelling, Thomas C. 153
Schlieffen Plan 149, 177–8, 179
Schroeder, Paul W. 53n.25
Schultz, Kenneth A. 113–14
Schumpeter, Joseph A. 91–3, 169
Schwartzkopf, Norman 147
Schweller, Randall L. 122n.27, 

125n.52
Schweller, Randolph M. 152
Scowcroft, Brent 147
sea power 43, 49, 90
Sechser, Todd S. 183n.7
security dilemma 30, 37
selective attention to information 

142–3

selectorate model 111–13
Senese, Paul D. 60–1, 62, 78n.12, 213
September 11, 2001 attack 9, 23n.14, 

167–8
Iraq War 17, 212
threat perception 143, 147

Serbian war 154
Seven Years’ War 30
Shakespeare, William 99–100
Sherman, Jake 203n.12
Sierra Leone 192
signaling 113
Simmel, George 100
Singer, J. David 14, 32, 105, 106
Sino–Indian War (1962) 10
Six Day War see Arab–Israeli confl icts: 

1967 war
Small, Melvin 105, 106
small-group level of analysis 180–2, 

206
Smith, Adam 70, 71
Smoke, Richard 30
Snyder, Glenn 82n.38
Snyder, Jack 93–6, 116, 117, 149, 

158n.10
social identity theory 101
social psychology 69, 134
societal level of analysis 14–15, 83–5, 

206
clash of civilizations thesis 117–20
coalitional models 93–9
democratic peace 104–17
diversionary theory 99–104
levels-of-analysis framework 209
Marxist–Leninist theories of 

imperialism and war 85–93
sociological liberalism 80n.28
soft balancing 53n.27
Soviet Union

Afghan war 152
balance of power theory 40, 53n.32
border clash with China 10
Cold War

balance of power theory 40
civil wars 194, 196
economic interdependence and 

confl ict, theories of 71



278 Index

Soviet Union (cont’d)
KGB 57
offense–defense theory 52n.19
rivalry 5, 24n.20
threat perception 144

collapse 118, 189, 190, 194, 
220n.13

Cuban missile crisis 58
beliefs 140
crisis decision-making 161n.55
military organizations 173, 179
misperceptions 137

expansionism 92
international rivalries 57, 58
invasion of Czechoslovakia 6
long-cycle theory 49
Reagan Administration’s defense 

build-up against 97
risk propensity 161n.46
Russo–Hungarian War 6
World War II 122n.26, 145, 

159n.22, 175
Spain

balance of power theory 41, 53n.31
long-cycle theory 49
Napoleonic Wars 23n.8
Spanish–American War 19, 107, 

110
Spanish Civil War 187
War of Jenkins’ Ear 125n.53
war with America (1898) 19

Sparta, Peloponnesian War 2, 28, 33, 
46

Spencer, Herbert 72
spiral model of war 30–1, 61, 63
Stalin, Joseph 92, 145, 175
standard operating procedures (SOPs) 

166
“star wars” program 183n.5
state-building 77n.6
state level of analysis 14–15, 26n.33, 

83–5, 205–6
clash of civilizations thesis 117–20
coalitional models 93–9
democratic peace 104–17
diversionary theory 99–104
Marxist–Leninist theories of 

imperialism and war 85–93

statistical models 214–15, 216
status quo bias 151, 152
Steinbrunner, John D. 183n.1, 

183n.6
steps-to-war model 60–3, 213
Stern, Eric K. 181
strategic choice theory 63, 79–80n.22
strategic rivalries 57–8
strategic use of history 147
strategy 6, 13
stress 155–6
structural Marxism 121n.6
structural realism see neorealism
structural theorists 129
structured focused comparison 216
suffi cient conditions for war 215–16
Sundelius, Bengt 181
sunk costs, prospect theory 152
Sun Tzu 23n.4
surplus capital hypothesis 87
surplus products hypothesis 87
symmetric civil wars 196, 197
Syria 4, 56, 142, 159n.21
system-level theories 15, 19, 26n.33, 

28, 50, 205
balance of power theory 38–43
civil wars 195–7
hegemonic theories 43–50
levels-of-analysis framework 209, 

212
realist theories 282–38

Taiwan 4, 45
Taliban 3, 7, 204n.23
Tammen, Ronald L. 46
taxation 96–7, 98
Taylor, A.J.P. 25n.27, 46–7, 177, 

178
technology 35, 45
termination of war 66
territorial disputes

bargaining model 67, 80n.26
steps-to-war model 60–1, 62, 

78n.13, 79n.21
territorial states 7
terrorist attacks 9–10

Iraq War 17, 212
Mumbai 4



Index 279

September 11, 2001 9, 23n.14, 167–8
threat perception 143, 147

testability of theories 21
theoretical generalization 214–19
third party criterion 149
Thirty Years’ War 24n.19, 117
Thompson, William R. 43, 53n.33, 

54n.37
Thomson, James C. 175
threat perception 140–50
Thucydides 2, 28, 29, 46
Tilly, Charles 1, 77n.6, 92
Tirpitz, Alfred von 172
Tocqueville, Alexis de 104
Toft, Monica Duffy 204n.24
Tojo, Hideki 138, 173
trade-disruption hypothesis 72
traditional realism see classical realism
transparency, and democratic peace 

113–14
Truman, Harry S. 179
Tutsis, Rwanda 103
Tversky, Amos 161n.50

Ukraine 76
uncertainty 131, 132, 140, 210
unconventional civil wars 196, 197
underconsumptionist theory of 

imperialism 87
Union of Soviet Socialist Republics see 

Soviet Union
unipolar systems 45, 51n.12, 52n.13
United Kingdom see Great Britain
United States of America

Afghanistan war 3, 7
al Qaeda, war against 7, 9–10
American Civil War 13, 51n.5, 187, 

196, 202n.4
democratic peace 107, 125n.50

Arab–Israeli War (1973) 8
balance of power theory 40, 42–3
Bay of Pigs crisis 174, 184n.15
bureaucratic politics model 163–4, 

165, 183n.4
China’s possible ascendancy over 4
coalitional models 97, 122n.23
Cold War

balance of power theory 40

CIA 57
civil wars 194, 196
economic interdependence and 

confl ict, theories of 71
end 220n.13
offense–defense theory 52n.19
rivalry 5, 24n.20
threat perception 144

Cuba 58, 124n.36
Cuban missile crisis 58

beliefs 140
bureaucratic politics model 163, 

164
crisis decision-making 156
military organizations 170, 173
misperceptions 137

democratic peace 104, 105, 106–8, 
110–11

diversionary theory 102
Grenada intervention 102
groupthink 181
Gulf War 212, 220n.10

Marxist–Leninist theories 87
military and civilian organizations 

170–1
misperceptions 137
poliheuristic theory 154
politicization of intelligence 175
threat perception 146, 149

hegemony 36, 45, 61, 107–8
international rivalries 57, 58
Iran Hostage Crisis 154, 172–3
Iranian nuclear program 4
Iraq War 3, 7, 212, 220n.4

balance of power theory 53n.27, 
53n.30

civilian and military elites 92
clash of civilizations thesis 120
democratic peace 114, 125n.52, 

125n.54
information distortion 176
levels-of-analysis framework 17
Marxist–Leninist theories 87
misperceptions 137, 158n.18, 

159n.22
non-rational aspect 132
preventive motivation 47
threat perception 146, 149



280 Index

United States of America (cont’d)
Korean War 136, 144–5, 146, 

158n.18
long-cycle theory 49
military Keynesianism 88
military organizations 170–1, 172–3
missile defense system 165
Munich analogy 147
neoclassical realism 38
organizational process model 166, 

167
peace with Canada 21
power transition theory 45, 47
presidential gravitation to foreign 

policy 220n.7
Reagan Administration’s defense 

build-up against Soviet Union 
97

revisionism 120n.2
Russian Revolution 22n.3
selectorate 111
September 11 terrorist attacks 143, 

146, 167–8
Spanish–American War 19, 107, 

110
unipolar system 45, 52n.12
Vietnam War 8, 56

democratic peace 110–11
information distortion 174, 175
Marxist–Leninist theories 87
military organizations 170, 172
misperceptions 158n.18
organizational process model 

166
prospect theory 152
threat perception 146, 160n.35

war with Great Britain (1812) 
106–7

World War I 88–9, 105
World War II

atomic bomb 9
clash of civilizations thesis 117
democratic peace 105
Japanese risk propensity 138
Marxist–Leninist theories 88
oil embargo against Japan 81n.33, 

81n.35

organizational process model 167
prospect theory 152

Yugoslav war 120, 154
unmotivated biases see cognitive biases

Vasquez, John A. 60–1, 62, 78n.12, 
84, 213, 218

Vattel, Emmerich de 39
Verba, Sidney 161n.56
Versailles, Treaty of 16
Vietnam 8, 56
Vietnam analogy 146, 147
Vietnam War 56

and civil wars 197
democratic peace 110–11, 125n.50
information distortion 174, 175
Marxist–Leninist theories 87
military organizations 170, 172
misperceptions 158n.18
organizational process model 166
political nature of war 8
prospect theory 152
revisionism 120n.2
threat perception 146, 160n.35

violence 5, 7–8, 10–11

Walker, Thomas C. 84
Wallerstein, Immanuel 86
Walpole, Sir Robert 125n.53
Walt, Stephen 34
Waltz, Kenneth 31–4, 40, 53n.22, 84, 

89
levels-of-analysis framework 14, 15, 

21, 77n.1, 83, 85, 208, 217
warlords 13
War of Jenkins’ Ear 125n.53
Warsaw Pact 56
Watt, Donald Cameron 170
weapons, civil war 194
Wehler, Hans-Ulrich 169
Welch, David A. 119
Wendt, Alexander 219n.3
Westphalia, Treaty of 25n.24, 118
Westphalian model of warfare 13
White, Robert H. 140
Wilhelm II, Kaiser 41
Wilson, Woodrow 89, 105



Index 281

Wirtz, James J. 159n.29
wishful thinking 148–9
Wohlforth, William C. 42, 45
world systems theory 121n.4
World War I

changing interpretations 51n.6
clash of civilizations thesis 118
coalitional models 95, 98
democratic peace 107, 125n.50
diversionary theory 100
economic interdependence and 

confl ict, theories of 71, 73, 
76–7

impact of 1
imperialism 91
information distortion 176
long-cycle theory 48
military organizations 169, 171, 

172, 173–4, 177–9
misperceptions 137
necessary conditions 222n.28
negotiating strategies 58
organizational routines 222n.31
preventive motivation 47
realist theories 30
system-level theories 26n.30
temporal boundaries 220n.12
threat perception 149
Versailles Treaty 16

World War II
atomic bomb 9
clash of civilizations thesis 117
coalitional models 97–9

diversionary theory 123n.34
economic interdependence and 

confl ict, theories of 71, 73, 76, 
81n.33, 81n.35

German military organizations 
170

impact of 1
individual level of analysis 14, 18, 

26n.37
Hitler 134, 159n.22, 220n.10
misperceptions 159n.20, 159n.22
prospect theory 152
risk propensity 138
threat perception 145, 146, 148, 

149
levels-of-analysis framework 19–20
long-cycle theory 48
Marxist–Leninist theories 88–9
multiple paths to war 213
organizational process model 167
politicization of intelligence 175
realist theories 29, 31, 36

Wright, Quincy 24n.21, 83, 100

youth bulge 127n.65
Yugoslav civil wars 12, 22n.3, 120, 

199
diversionary theory 102, 103

Zakaria, Fareed 38
Zelikow, Philip 164, 166, 168, 173, 

223n.33
Zuber, Terence 184n.11


	Causes of War
	Contents
	Acknowledgments
	1: Introduction to the Study of War
	2: System-Level Theories
	3: The Dyadic Interactions of States
	4: The State and Societal Level 
	5: Decision-Making: The Individual Level
	6: Decision-Making: The Organizational Level
	7: Civil War
	8: Conclusion: Reflections on Levels, Causes, and War
	References
	Index




